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Abstract

One of the most important functions of leadership is to provide employees with performance feedback. The primary source of employee feedback has traditionally been one's direct supervisor. However, as “Millennials” take up a larger portion of the workforce and agile work methods are implemented by today's organizations, traditional methods of employee evaluation and feedback are becoming less effective for both supervisors and employees. In response to these workforce changes, new methods and sources of employee feedback are suggested. In this theoretical study, the authors redefine the role of the supervisor in performance management and suggest new feedback sources. These sources are argued to both better correspond with millennials' life and work values and also require less direct input from supervisors than traditional performance feedback methods.

Keywords: performance feedback, millennials, agile work methods
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1. Introduction

The working environment is changing rapidly in the age of digitalisation and it is forcing organizations to consider new methods of carrying out leadership roles. As agile work methods collide with a job market consisting of employees from several generations with different values and attitudes towards work, new opportunities for performance feedback present themselves.

This theoretical paper begins with a literature review of the leadership function of performance management and leadership in the digitalisation age with a focus on Millennial employees and agile work methods. Following the review, new tools for providing feedback in this work environment are discussed. Recommendations are formulated to suggest effective cooperation with Millennials in an agile work environment.
2. Literature Review

2.1. Performance management as a function of leadership

According to Aguinis and Pierce (2008), performance management is "an organization-wide system whereby managers integrate the activities of goal setting, monitoring and evaluating, providing feedback and coaching, and rewarding employees on a continuous basis." In recent years, traditional performance management systems have been strongly criticized for their complexity and the exorbitant amount of time required by managers to carry them out (Buckingham and Goodall, 2015).

One of the most costly elements of performance management is that of the annual performance review, which requires managers to assess the past performance of each individual employee and to give feedback to each employee regarding his or her individual or collective performance (Kinicki and Fugate, 2012).

2.2. Leadership in the age of digitalisation

In response to digitalisation, which analysts at the for-profit research company Gartner describe as "the process of moving to a digital business and the use of digital technologies to change business models and value-producing opportunities" (Papegaaij, Cole, Mello; 2017), leaders are faced with the operational aspects of digital leadership. They are not only learning to come to terms with new kinds of business strategies and enterprise platforms, but also with the need for a different kind of people mind set and skill set as well as a completely different kind of workplace (El Sawy, Kraemmergaard, Amsinck & Vinther, 2016). For example, younger employees who were “born digital” will have different expectations of the workplace in terms of flexibility regarding their location and working hours, the sophistication of mobile online access, and resources (El Sawy, et al., 2016).

2.2.1. Millennials

The differences in values and attitudes between generations and genders has been confirmed in many studies. As societies are ageing, seniors are becoming an important segment both in society as well as on the job market. People from Baby Boom generation are present on the job market with the aim to increase the level of life standard as well as social needs (Abramuskinová Pavlíková, Šmídová, 2017; Raštiová, Kubíčková, Bédiová, 2016; Cogin, 2012; Twenge, 2010). The continued presence of older generations on the job market coupled with the influx of Millennials can result in value based differences and problematic issues connected with the cooperation of older and younger workers.

Members of each generation declare typical values which form their view on life but also represent work values needed for everyday work life. Values are considered as important factors which determine behaviour and shape attitudes towards work (Maslow, 1943, Rokeach, 1973). Values are important for making individual decisions but they are resistant to changes. Work values are formed by wishes of people related to the aim of their participation in the working process. These values shape attitudes, behaviour and decision making at work. One of the concepts explaining variations in work values are based on the difference of extrinsic and intrinsic values. Extrinsic values are focused on the results such as wage, financial compensation, opportunities for development and status. On the other hand, intrinsic values are related to the process of work, nonmaterial rewards, educational potential and opportunity to be creative. Other work values include...
the opportunity to have influence, decision autonomy, stability, altruistic rewards, social rewards, free time or freedom (Twenge, Campbell, Hoffman, Lance, 2010). Longitudinal studies of work mobility show that a typical young worker will change during the first 10 working years of his/her career from 3 to 7 organisations. Comparative studies between different cultures show that the generational differences are more important than cultural ones (Cogin, 2012).

People experiencing different historical events in life might have various expectations and preferences related to work. Nowadays generation on the market consists of people from four generations. Silent Generation or Traditionalists are people born around 1925–1945, followed by Baby Boomers born around 1946-1964. Generation X, Baby Bust- ers, Post Boomers or even Slackers are names used for people born around 1965–1980. People born around 1981–1999 are known as Generation Me, Generation Y, Millennials, nGen, IGen, Entitlement Generation and later generation as Generation Z or Post- Millennials (Cogin, 2012; Gursoy, Maier, Chi, 2008).

For the purpose of this paper, the term Millennials describes the generation born in the 1980s or 1990s, although the defining characteristics may be valid also for later generation of Post-Millennials. In general, this generation is described as tolerant, self-confi- dent, open, ambitious but also too individualistic, narcissistic and hedonistic. As for the working environment, the work-life balance and adequate wage are at the centre of their interest. The importance of work and work ethics as a value for Millennials, in comparison with Baby Boomers, is decreasing, whereas the importance of free time is rising. Millennials were born into “high-tech” and optimistic times. They are technologically equipped, learn fast, but have a tendency to be impatient. Work does is not necessarily a source of identity for them (Twenge, 2010; Twenge, Campbell, Hoffman, Lance, 2010). Millennials have a tendency to question authority. They have a job mainly to provide them with re- sources needed for fulfilment of their personal wishes and free time activities. On the job, they are less loyal, expect immediate recognition or praise, promotions or salary increases. They believe in team work and are optimistic about the future (Gursoy, Maier, Chi, 2008).

2.2.2. Agile work methods and performance management

The basic premise of agile work is that less initial planning of outcomes (i.e. products, services, behaviours) is better than extensive preparation and planning, and that an evolutionary process of development that incorporates end-users’ feedback is more efficient (Dybå and Dingsøyr, 2008). Agile methods are iterative and incremental, meaning that the desired product or outcome is redesigned and modified several times in response to repeat user feedback (Serrador and Pinto, 2015). In an effort to avoid the use of standard design or development approaches (such as the “waterfall” approach), agile work empha- sizes continuous design, flexible scope, the freezing of design features as late as possible, the uncertainty of the market, as well as intense customer interaction (Serrador and Pinto, 2015). The rapid and iterative feedback and the intense interaction with customers is made more feasible via developments in technology and digital sources in recent years.

The impact of agile methods can also be seen in performance management. Buckingham and Goodall (2015) report on the agile changes made in the performance management system at Deloitte Services LP, based in New York. In particular, changes made to the performance appraisal process involved the following: more objective measures of the employees’ performance with the intention of limiting bias, frequent (weekly) discus- sions of performance with employees, a focus on future performance rather than past re- sults, turnover of responsibility for the initiation of the weekly discussion from the team
leader to the employee, and the use of a self-assessment tool that allows individual employees to assess their own performance and share information on their strengths (insights, achievements, and impacts) with others in the organization (Buckingham and Goodall, 2015). These changes not only allowed Deloitte to become more agile in motivating employees and helping them improve their performance, but it allowed them to save valuable time while re-orienting the process away from past performance and towards future results (Buckingham and Goodall, 2015).

3. Methodology

This study adopts a literature review methodology in an effort to inform managers, human resource practitioners, and management researchers of the theoretical potential for using agile methods to assist in performance management and employee development – especially with respect to Millennials. A systematic procedure for retrieving and selecting the reviewed articles was applied. Business One Source was used as the main search engine, which enabled us to access several business relevant databases including Emerald, ScienceDirect, EBSCOhost, and ABI/Inform. The search string terms “agile leadership”, “agile method”, “performance management”, “Millennials”, “civic groups”, “self-development and journaling”, “video-self monitoring”, and “crowdsourced feedback” were used. The search was directed at all parts of the article texts, not limiting the search by title of journal or article. Our search was supplemented by Google Scholar, and we included both peer-reviewed journal articles, professional websites, and periodicals in our search. The inclusion of professional websites and periodicals was deemed necessary given the very recent application of agile methods in employee development. We checked the relevance of the articles based on their titles and keywords. Information was extracted from the articles and documented in the literature review below if it fulfilled the following criteria: it explained how the use of a particular tool (i.e. crowdsourcing) could be beneficial in collecting performance relevant information, the described tool fulfilled the basic premises for agile methods, and the information provided support for use and understanding of the tool being particularly beneficial to Millennial employees.

4. Theoretical Arguments. New tools for providing feedback

As the work environment changes, leaders are facing many challenges, and the role of the leader is changing. With regard to performance management, leaders’ assessments are no longer the only source of feedback data. With access to both organizational internal and external (i.e. shared and social media) digital tools, and in light of mobile work arrangements in which the leader has less direct contact with reports, it is imperative that performance feedback sources and methods be adapted.

This theoretical paper provides an overview of several different and creative feedback sources that would allow individuals to personally collect performance feedback on a regular basis from sources beyond their direct supervisor. The role of the supervisor would become one of coordination and coaching on the basis of this collected feedback. The variety of sources, many of which are digital and therefore especially familiar to the
millennial generation, and the ease with which data can be collected in increments of time that correspond to agile methods, will be highlighted.

4.1. Internal digital resources

Video self-monitoring

Growing up as “digital natives”, Millennials are comparably more comfortable video-recording and posting footage of themselves and their everyday activities than other generations before them. Along with the photographed “selfie”, short video clips of one’s activities are everyday elements of communication for Millennials.

This lends support to the idea that Millennials would especially benefit from skill development via video self-monitoring (VSM). Video-self monitoring is an instructional approach based on the theory of observational learning (Woolfolk, 2010). Using the self as a model, it allows individuals to observe themselves engaged in certain behaviours, such as presenting in front of an audience or leading a meeting. When using VSM as a learning tool, video recorded segments of the activity are edited to present the desired skill with few or no errors (Prater, Carter, Hitchcock & Dowrick, 2011). The edited video is then shown to the individual. The video content acts as feedback that can then be self-assessed and used to modify behaviours. Although the large majority of research on VSM has been carried out in educational settings, the results of these studies support its use across a variety of skills and with a range of ages (Prater, et al., 2011). VSM has been shown to effectively decrease general disruptive classroom behaviours (e.g., Possell, Kehle, McLoughlin, & Bray, 1999), as well as increase positive classroom participation (Hartley, Kehle, & Bray, 2002) and on-task behaviour (Clare, Jenson, Kehle, & Bray, 2000).

With the rapid technological development and accessibility of the tools available for both video recording and editing, it is not surprising that video recording is also being used to help professionals learn and improve on-the-job skills like presenting, negotiating, and conflict management (Avsar, Cansever, Acemoglu, Avsar, Khan, & Cayir, 2015; Gitomer, 2010; Tschannen, Keenan, Aebersold, Kocan, Lundy, & Averhart, 2011).

The direct and unfiltered feedback that video-recordings can provide to employees as well as the ease with which ideal behavioural examples can be produced via editing, lend to its adoption as a source of feedback and a learning tool in the workplace. Given what would be considered “confidential” organizational content in the recordings, it is recommended that this tool only be used in conjunction with internal development programs.

4.2. External human resources

Civic groups & roundtables

Millennials are often criticized for characteristics that are believed to result from their comfort within and their dependency upon a digital environment. These characteristics, which tend to collectively define the generation, include a lack of a need for live social contact and “lower levels of empathy” in comparison to other generations (Abramuszkinová Pavlíková & Šmidová, 2017). Whether or not the research on these characteristics is accurate, it is interesting to note that millennials’ do indeed have limited involvement in both civic and political groups in comparison to earlier generations (Twenge, Campbell & Freeman, 2012; Not turning out, 2017). Civic groups are a category of non-profit organizations to which such globally represented groups like Lions, Rotary,
Ladies Circle, Boy Scouts, Habitat for Humanity, or Toastmasters belong. Although the official main objective of such civic groups is formally defined as philanthropic service, other common benefits to membership include prestigious social networks, cultural experiences, and learning how to conduct oneself professionally.

Research shows that a linkage between voluntary civic service activities and employee career development exists (Bartsch, 2012; Booth, Park & Glomb, 2017; Gyton, 2017). Volunteering in civic service projects can also help individuals to gain experience in areas in which they have limited experience, but would like to work in the future (Clark, 2017).

Some civic groups exist with the main goal of assisting members with professional development. Toastmasters, for example, is a civic group dedicated to helping its members practice public speaking in front of a crowd (Gravois, 2011). Especially in light of the example of Toastmasters, it is evident that career development can also happen through participation in activities outside of one’s place of work. Given millennials limited involvement in such activities and their need for multiple sources of feedback, it makes sense for supervisors to support, recommend, and follow-up on millennial employees’ involvement in such civic organizations.

4.3. External digital resources

Self-reflection and journaling

The employee’s own reflection of his performance and development is also considered a source of direct feedback. Learning journals or reflective journals are a common tool used to increase the practice of self-reflection due to the ease of implementation and the depth of personal feedback that can be achieved (Roberts, 2008). Reflection is a process that has been shown to integrate theory with practice, to facilitate insight, and to stimulate self-discovery (Mezirow, 1998).

Past studies, which have focused on leadership education, have found that reflective learning requires individuals to intensely consider the dynamics that underpin leadership theory in line with their professional pursuits while also questioning basic assumptions and practices (Jefferson, Martin, & Owens, 2014). When reflection does not take place, there is a risk of making poor decisions and judgments (Brookfield, 1994).

Commonly used in university teaching environments, journaling allows students to reflect on theory in comparison to theirs and others’ actions as well as integrate readings, discussions, or other resources (Roberts, 2008). More recent studies carried out with “millennial” students also support the use of journaling (Jefferson, Martin, & Owens, 2014; Stanton & Stanton, 2017; Walters, Charles & Bingham, 2017). For example, Stanton and Stanton (2017) found that the use of journaling improved students’ academic performance, increased their writing abilities, led to increased time spent reading topic-relevant materials, and improved critical thinking about the course content.

“Bullet journaling”, a recent and trendy phenomenon, is also growing in favour by working professionals, and they are particularly popular with millennials (Campbell, 2017). Bullet journaling involves creating a hand-written collection of tasks and topics which is updated by an individual daily. Advocates of the method, which can assist with anything form monitoring daily productivity to reflecting on one’s own career and personal goals, agree that the method has advantages in the digital age. Bullet-journaling is reported to help it’s users to focus and to reflect on tasks and motivations and to get to know one’s work habits better (Raptopoulos, 2018).
Many digital forms of the bullet journal now exist as smart phone apps, like *Trello* or *Todoist*. However, advocates of paper journals argue that writing by hand forces one to slow down and approach reflective thoughts with more mindfulness (Wong, 2018).

This is not to say that journaling should simply be carried out by employees at random intervals when time is available and the mood strikes. Ligon & Hunter (2010) argue that journaling should occur throughout the course of the learning period rather than happening once objectives have been achieved. This “planful” approach is believed to facilitate active analysis (Denston & Gray, 2001). In an employment setting, this would suggest that the journaling practice be expected by the supervisor or mentor at regular work intervals (i.e. daily) and that reflective discussions between the supervisor and employee regarding the results of journaling – thoughts, questions, or lessons learned by the employee – be scheduled periodically (i.e. monthly).

**Crowdsourced feedback via network internet platforms**

Just as Millennials are comfortable contributing personal information to public information pools or “social networks”, they are also familiar and comfortable with the retrieval of information from these sources. Network platforms include a class of information technologies, commonly known as social media, which support interpersonal communication and collaboration using Internet-based platforms (Kane, Alvavi, Labianca, & Borgatti, 2014). Among the best known of these tools are sites such as *Facebook*, *LinkedIn*, and *Twitter*, but various media publishing tools like *Youtube*, *Instagram*, *Pintrest*, *Tumblr*, and *Soundcloud* also facilitate social interactions by allowing viewers or visitors to give instant feedback.

In some cases, especially teens have been known to specifically use digital spaces such as *YouTube* to receive immediate feedback on their appearance (Rossie, 2015), on hobbies and interests (Courtois, Mechant, & De Marez, 2011), and to simply gauge the general feedback they receive as they try out different identities and communicate their tastes and preferences (Valkenburg, Schouten, & Peter, 2005). This process is known as “crowdsourcing”, or the the outsourcing of tasks to a crowd of people via an open call for contributions (Howe, 2006).

Given the ease with which organizations can collect information using such sources, it is not surprising that many have started to collect feedback on multiple topics from their employees. For example, in an effort to increase engagement and give employees a voice in work processes, one organization used cloud-based software to crowdsource employee’s ideas for improving clinical information system work-flows (Olson, 2017). The information was used to make decisions that resulted in cutting the time spent on clinical workflow in half (Olson, 2017).

Crowdsourced feedback has also created new possibilities for performance reviews. As remote work arrangements increase and managers’ are given less opportunity to directly observe employee feedback, single-source performance reviews become less valid. By adopting a system that is similar to current social media platforms, employees are enabled to provide meaningful feedback on their co-workers’ performance in near real time (Mosley, 2013). This process “crowdsource” the performance review and gives both the manager and the employee more detail in the feedback detailing their performance, which addresses the top cause of employee dissatisfaction with performance appraisals: the sense that single-source reviews by one manager are not true indicators of performance (Mosley, 2013). The tool can also be used to collect feedback from beyond the organization, questioning those individuals who work with the employee as customers, suppliers, or other business partners. Given Millennials’ familiarity with such crowdsourced tools
and the remote working arrangements that will accompany many jobs in the future, we expect Millennials to be particularly accepting of crowdsourced performance reviews.

5. Recommendations

In an agile work environment, the following recommendations are relevant for providing Millennials with feedback regarding their career-relevant skill performance and development:

A. Direct supervisors should no longer be relied upon as the main source of direct feedback about performance. Rather, they should take on a role of coordination and coaching on the basis of feedback collected by the individual employee.

B. The use of video recordings of job-relevant behaviours (i.e. presentations, negotiations) is an effective method for providing valuable feedback.

C. Participation in civic organizations will allow Millennials access to situations that provide valuable feedback.

D. Regular reflective journaling – via digital app or via paper journal – is an effective method of providing valuable feedback.

E. Crowdsourced performance reviews via internet platforms allow Millennials access to valuable feedback from colleagues and business partners.

6. Conclusions

The theoretical arguments put forth in this paper focus on the importance of giving feedback to Millennials in the age of agile work. The theoretical background focused on studies and research results published by international academics.

Given the technical savvy of Millennials and the limited time that managers can afford to dedicate to performance reviews, creative and better fitting sources for performance feedback were introduced. These are considered a better fit for a digital environment, which entails a requirement for quick and frequent feedback data using agile methods.

This theoretical study provides a starting point for researchers to conduct a number of future studies involving primary data collections.

- For example, based on the potential use of open source tools as agile methods in performance management, there is a need to understand how leaders from older generations are dealing with agile work methods and tools.
- Show evidence of the use of these suggested tools in the actual development of employees.
- Better understand the feasibility of use and ideal frequency of measurement of the tools.
- Assess managers' response to and use of the additional information in coaching and employee development.
- Test the reliability and validity of the different tools with the purpose of performance management.
- Assess the added value of the tools as defined by the employee in comparison to the employer and managers.
The major limitations of this study lie in the methods used to collect the information from the existing literature. A future revision of the study should allow for a more thorough and systematic review of the literature, which is not limited by the authors’ preconceived value placed on the particular tools highlighted in this paper. A formal collection method and coding method should be adopted. In addition, existing human resources, organizational behaviour and sociological theories could be incorporated into the review of the literature.
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Abstract

Strong pre-natal and post-natal healthcare are key indicators of the development level of every nation. This paper explores the role of institutional structures and how they influence the maternal and under-five (0-59month old) healthcare in Ghana. Drawing on multidisciplinary approach, this study made use of both qualitative – semi-structural interviews with officials from the GHS and selected hospitals in Ghana. The study shows that institutions play out to have some negative effect on maternal and child health care policy implementations but positively influence the health policy decision process and agenda settings. There is a need to put in place comprehensive policy and effective institutional system that will not only make decisions but monitor and assess policy intervention that aim at reducing maternal and under-five mortality in Ghana.

Keywords: Maternal and Under-five healthcare, health policy and institution, Ghana

JEL Code: I18, I130, I19

1. Introduction

Reproductive health still remains a key global health priority. The global community has seen some positive trends in maternal and child healthcare, particularly after the Millennium Development Goals era, however, this progress was not without challenges (UNICEF, 2017). Sub-Saharan Africa still lags behind in terms of effective healthcare systems and delivery. The region leads the maternal and child mortality globally (UNICEF, 2017; WHO, 2016; Kayode et al., 2016; Koduah et al., 2015). Even though the available indicators show positive trends in reproductive health, maternal and under-five healthcare, which has not improved in certain regions, still remain a top priority for global
health governance (Rudan et al., 2011). The Sustainable Development Goals – Goal 3: Ensure healthy lives and promote well being for all at all ages – further bring into the spotlight the importance of health as a key driver to development. It also seeks to end preventable deaths of newborn and under-five children by 2030 (UNICEF, 2017).

Over the past 20 years, Ghana has recorded impressive improvement in its health outcomes, making it one of the best performing countries according to the WHO. The West African country has made much progress in reducing maternal mortality and complications related to birth (UNICEF, 2017; WHO, 2016). The ratio reduced from 467 per 100,000 live births in 2000 to 319 per 100,000 in 2015. Also, the under-five mortality rate reduced from 100 deaths per 1,000 live births in 2000 to 61 deaths per 1,000 live births in 2015 and neonatal mortality rate (per 1000 live births) decreases from 36.4 in 2000 to 28 in 2015 (UNICEF, 2017; Bliss and Streifel, 2014; GHS, 2015).

However, evidence shows that most of these maternal and child deaths were caused by preventative diseases and cases, such as haemorrhage, pneumonia, diarrhea and malaria (UNICEF, 2017; GHS, 2015). Despite the positive progress, WHO (2016) noted that the rate of reduction of these mortalities have been very slow and the number of cases still remain high in Ghana. Koduah et al., 2015) argue that the positive progress towards maternal and under-five healthcare was due to the healthcare policies and organisational structures putting in place by the political administrative system, targeted specifically mothers and their babies.

No nation can achieve the goal of economic transformation without effective health institutions in place (AfDB, 2017; World Bank, 2015). An effective public health system underlies the basis of disease prevention and promotion of human development (Koduah et al., 2015; Bloom et al., 2003).

This study explores the roles of institutions, political administration and how they influence health care outcomes with respect to mothers and children under-five in Ghana, who are often the most vulnerable of the population. It identifies the impact and challenges of maternal and neonatal health policies and intervention programmes implemented, using three of the six building blocks of health system to evaluate the performance of the institutions: (1) finance, (2) human resource and (3) leadership. This leads to the main research questions: (1) to what extend has health care institution impacted the maternal and U5 health outcome? (2) Why do existing health-related policies established by the institutions not delivering on what they promise?

### 1.1. The Institutional structure of Ghana’s health system

Institutions do not just ensure the successful run of the health sector, they also set the rules that guide the policies, actors and the interaction between them (Potucek et. al, 2016, Gilson, 2012, Knoepfel et al., 2011). The issue of institutions that govern the public health sector in Ghana is worth exploring if we need to improve maternal and under-five healthcare outcomes, particularly among pregnant women and children under five. Institutional role as the ‘rule of the game’ as well as the implementer of the healthcare policy that has the political support and commitment are likely to be a success (Gilson, 2012; Knoepfel et al., 2011). In other words, political-administrative arrangement and programmes are key in ensuring maternal and child health in Ghana.

The Ministry of Health (MoH), under Act 525 passed in 1996 and part of the 1992 Constitution of Ghana, has the mandate for the provision of general government policy direction, resource mobilization, monitoring and evaluation, as well as supporting the
minister administratively. Ghana Health Service (GHS) has a sole role of health care service delivery. However, public Teaching hospitals have equal responsibility of delivering healthcare services and serves as referral hospitals, but do not fall under the mandate of the GHS, which has a sole responsibility of regulating health care service delivery to the population. Simply put, they are autonomous. Through this reform other health sector bodies such as quasi-government institution, private medical services, and non-government providers; civil society; and community groups were also established.

As shown in Figure 2, three factors combine to leverage an effective access to maternal and under-five health care, hence ensuring positive health outcomes: (1) Financial resource availability (2) leadership/management (political administrative arrangement) and (3) Healthcare services (human resource, & accessibility).
Financial resource availability is concerned with the ability of individuals to afford the costs of accessing health care. With geographical accessibility, health facilities should be located within the reach of users for easy access. The availability of skilled health professionals operating with a good health facility such as hospital beds and medication is critical to a functioning health institution. For example, doctor and nurse to patient ratio is an important indicator in measuring the quality of care users will get a particular health facility. Governance or leadership is the ability for a competent institutions (political-administrative system) to mobilized all the resources – Human, finance and physical and regulates the rules that will enhance a better service delivery to mothers and their babies (Knoepfel, 1995).

Kerber et al. (2007) posit that financial constraints, further distances, poor transport, and poor quality care in health facilities are barriers impeding the effective access to health care for users who need it most. Likewise Knoepfel et al. (2011) noted, well-structured and strong institutions (political-administrative arrangement) have the ability to implement interventions that will bring changes (outcome).

2. Methodology and Data

Drawing upon a multidisciplinary approach, this study made used of both qualitative and quantitative data – adopted the political economy framework, to examine how institutional mechanisms drive policy developments in Ghana’s health care systems and the consequent impact on health outcomes among mothers and their babies. This allowed us to look into the dynamics layers institutional structure and the many actors involved in ensuring better maternal and under-five healthcare (DIFD, 2009).

The research undertook semi-structured interviews. The interviews were conducted with officials from the Ministry of Health, Ghana Health Services and selected hospitals in Ghana. A total number of 28 respondents were interviewed at the capital of Ghana. 8 key
respondents made up of current and former ministers of state (politicians), and senior health administrators at the Ghana’s MoH and GHS and 20 public health professionals – made up of health workers (mostly doctors, nurses, midwives, pharmacist among others) at Children’s hospital, Ridge Hospital, Military hospital and Korle-Bu and two maternity homes were interviewed in the country’s capital city, Accra from May, 2017 to October, 2017. These hospitals were selected because they are among the biggest and ‘well equipped’ hospitals in Ghana and serve a lot of the populations in Accra, with Korle-Bu been the biggest hospital in the whole of Ghana. Also, some of these hospitals form Ghana’s biggest referral hospitals. The children hospital is the biggest and the only children hospital in Ghana, located in Accra – even though most of the hospitals in Ghana have children units (wards). Since most all the maternity hospitals in Ghana are owned by private entities (precisely 379 out of 389 maternity home are private (GHS, 2016)), we selected two most popular among them.

### 3. Results and discussion

#### 3.1. Financial resource availability

The provision of healthcare services in Ghana is mainly driven by the government, with the private sector providing about 35% of healthcare services (MoH, 2015). The government’s responsibility in the delivery of health services has an inextricable link to finance (AFDB, 2017; Bertone and Witter, 2015; Gilson et al., 2011; Knoepfel et al., 2011). The onset of the 21st century saw also a conscious effort by the government to provide financial resources to boost health care delivery to the people of Ghana – mostly mothers and their baby. The New Patriotic Party government, which came into power in 2000, put forward a number of health policies, with finance for maternal and child health as the bedrock (de-Graft and Koram, 2017; World Bank, 2015).

According to MoH, (2015), the action motivated by the need to avoid ‘cash and carry’ system: that involved individuals having to pay before accessing health care that resulted in high mortality of mother and their children. The National Health Insurance Scheme (NHIS) was formed in 2003, with the government in the position to subsidise the cost of health care (NHIA, 2015). This resulted in maternal (antenatal and postnatal) user fee exemption policy.

An effective maternal and child health care is dependent on finances that have been invested in health infrastructure (Kayode et al., 2016; Koduah et al., 2015). Since 2000, the percentage of gross domestic product (GDP) invested in health, has ranged from 3% (see: de-Graft and Koram, 2017). Of this, 50% comes from the annual budgetary allocation from the government, with the rest coming from donors. The WHO (2016) indicates that Ghana’s percentage GDP allocated to health has been insufficient.

The financial architecture of Ghana’s health care faces a critical challenge because of the overly dependence on donor funds (MOH, 2015). The report as part of the Health Sector Medium Term Development Plan (HSMTDP II) posits that 71% of expenditure on prevention and public healthcare is sourced from development partners: with 29% coming from government and the National Health Insurance Authority (NHIA). The volatility and

---

1The NHIA was established under the National Health Insurance Act 2003, Act 650 (amended under Act 852 in October 2012) to implement, operate and manage the National Health Insurance Scheme (NHIS).
uncertainty of donor funds in the health sector pushes health care service to the brink: reducing its ability to cater for key maternal and child health. Hence there is implementation deficit of the intervention since government are not able to reimbursed service providers on time.

3.2. Healthcare accessibility and service delivery institutions

In the past 20 years, Ghana has seen rapid expansion of the health services: in terms of health infrastructure. But the delivery of effective health care and the general functioning of maternal and child health care service is constrained (see de-Graft and Koram 2017). Kretchy et al. (2014) stress that even though there are modern sciences, a number of pregnant women still resort to traditional way of health care. However, MoH (2015) noted that there is a lack of clear role and coordination among the various health service institutions and workers, which affects maternal and U5 health negatively.

"Currently, I think it is not clear the delineation of job duties. I think the GHS is responsible for the implementation of the health care service whiles the MoH has the mandate to develop policy, which is clear but the other institutions which are even government institutions are working differently, though they are supposed by the law to be under GHS....The truth is that the whole institutional roles are confusing.....When my friend’s wife was on labour, I passed by the Cocoa Clinic to take her to Korle Bu even though Cocoa Clinic is a hospital under government’ – Interview [A former Minister of State]

The account of the former Minister of State supports issues raised by de-Graft and Koram (2017) that currently Traditional Medicine Practitioners (TMP) and Orthodox Medicine Practitioners (OMP) are working separately and there is a mistrust between the OMP and the TMP due to ignorance as they lack information and education on the role of each practice. There is a lack of coordination between national institutions like Teaching hospitals, Food and Drug Authority, Ghana Standards Board and universities that are supposed to train them (MOH, 2015). The heterogeneous way of functioning of health institutions pose a risk to achieving effective maternal and child health care.

Also, the accessibility and delivery of health is linked to the distance of users to health facilities (Rudan et al., 2011). According to Houweling and Kunst (2010), one of the factors that affects under-five and maternal is the inequalities in the quality and accessibility of available health care in urban areas compared to rural areas. This is the case in Ghana. In 2008, under-five mortality (deaths per 1,000 live births) was 90% in rural places and 75% in urban areas of Ghana (MoH 2015: 10). Health care delivery improves in urban but deteriorates in the rural areas. The under-five mortality rate for the poorest quintile of society, who mostly resident in rural areas, was 102 deaths per 1,000 live births compared with just 60 per 1,000 live births for the wealthiest quintile. Rural areas, compared with urban areas, are at extreme disadvantage in accessing health care.

3.3. Human resources

Skilled health professionals are the key drivers of healthcare in every nation. Health professional has been noted to be an agent to measure the healthcare outcomes, as far as maternal and U5 health care is concerned (UNICEF, 2017; WHO, 2016; Bertone and Witter, 2015). By the benchmark set by WHO and UN, doctor population ratio 2.3/1000 for MDGs and 4.5/1000 for SDG’s population. From this benchmark, Ghana since 2006 till
today has not been able to meet this target (MoH, 2015; UNIEF, 2017). In 2012, for instance, the midwife ratio was 0.06/1000 births.

![Figure 3: Trend of Midwives Distribution by Region, 2009–2014](image)

Ghana has a high fertility rate 4.3%, which means that there is a probability of more women getting pregnant (WHO, 2016). De-Graft and Koram (2017) argue that the human resource component in the Ghana’s health care, such as allied health professional, such as medical technicians and community health assistance in the private sector have minimal regulation on their operations. For instance, the traditional and complementary medicine practitioners also cater for prenatal care across the country, but their activation have limited monitoring and supervision by the state institution who are given the mandatory ensure the safety of women and babies. Bad attitude of some health workers also undermine healthcare. One of our interview respondents had this to say;

“Yes, health workers, mostly the nurses, has a bad attitude towards the pregnant women that come to the facilities. You know it’s difficult to convince them to come, already they are stressed and when they finally come and we maltreat them, they go and never return. Meanwhile, when they come we are able to detect every form of complication that is associated with the pregnancy. So for me, I think the human resource particular we the nurse are the reason for maternal mortality”. – [Midwife/ Registered Anesthetics, current working in Korle-Bu, August 2017]
Also, another problem with the health workforce is the issues of ‘parallel healthcare delivery’. Despite the abolished of the ‘parallel health care provision’ in the 1960s by providing incentives for health workers who work in the public sector, the problem still persists. Osei-Akoto et al. (2017) argue the attitude was born in the colonial era, where public health workers (specialist) could work privately in addition with their formal job. Even though there is a deficiency in human resources for the public health sector, which provides services for more than 70% of the population due to its affordability, yet the health professionals in the public sector run their private health care business (de-Graft and Koram 2017). This affects health care service maternal and child healthcare delivery. A review by the Ghana Health Service reveals that there is a decrease in OPD use in the urban public healthcare where there is a higher density of health workers. While as there is high increase in OPD used in the private sector.

3.4. Discussion

Knoepfel et. al (2011) noted that public policy problem can be solved if there is a functional and effective state institutional system that have clear strategic and coherent policy framework. He argued that institutions ensure policy implementation in two way: (1) institutional rule on the behavior of actor, that impact on public policy as the ‘rule of the game’ and; (2) institutional policy as the facilitator of the realization of a policy (Knoepfel, 1995). In other words, institutions made the rules that govern the administration of the organisations as well as mobiles policy instruments and resources, see figure (2), needed in solving a public problem (Knoepfel et al., 2011; Knoepfel, 1995). Gilson (2012) in their research on health policy system, argued that improving healthcare there ought to be an effective institution that comprise of effective oversight, actors’ coalition building, transparency and accountability, regulations and good managerial practices, incentives and attention to systems design and information distribution.

The political economy of the reforms follows a complication of politics and policy process that shape, sustain reform outcome in a polity (de-Graft and Koram 2017; Gilson et al., 2011). Thus the political administration, interest actors and policy actor in Ghana imposed influence of the implementation of a particular intervention of maternal and
child health. The building blocks of a strong functioning health system, as defined by the WHO (see Figure 2), have not been aligned with best practices in Ghana (see for example: de-Graft and Koram, 2017).

### 3.4.1. Good governance of health

“No better diagnosis is done on most of the pregnant women who are brought here on referral bases when they are in labour. Before they bring someone to this hospital then it’s an emergency case yet no better equipment is here to run the examination to see what the exact problem is. In case where the facility is available we work to save life…But again there too few workers or too many patients at a time. They end up dying.” – Interview [Medical Laboratory, Korle-Bu Teaching Hospital, August 2017].

The comments from Dr. Sampson summarises the core problems that are associated with expanding health, access to pregnant women and children under-five.

It is the role of the state (main health decision maker) to ensure that all its population gets equal access to quality and basic health care (WHO, 2016). The result shows the leadership, through the Ghana Health Service, the manifestation of the deficit in good governance, that is a key role for the realisation of a healthy population, particularly pregnant mothers and children under-five who are more prone to risks. Even though institutions are the main engine that drives the health systems, there is some deficiency in the demand and supply of the service provision, as lamented by the respondent. Example, from the result the availability of health facilities are skewed in favour of urban dwellers. It is much easier to get healthcare services such as antenatal care in the urban areas compared to rural. However, the policies and the instruments that work to bring particular health system outcomes are ensured by institutional roles and how they control things in the healthcare system (Gilson et al. 2012).

The lack of good health governance and functioning institutions has resulted not only mistrust of the health care system, but has also in an inequitable distribution of services and skilled health workforce (Bertone and Witter, 2015; Gilson et al., 2012; Koh and Nowinski, 2010). For example, as shown in the results and analyses, there is some disparity in the distribution of highly skilled health workforce between the capital of Ghana Accra and the Northern regions. This has increased the cost of healthcare for people in the rural areas since they have to travel long distances to access health care.

### 3.4.2. Institutional functioning

The role of the institution has a great consequence to the healthcare system. When there is institutional paralysis like in the case of Ghana, healthcare outcome of the studied group will be undermined. Since U5 is the most vulnerable population and account for 40% (GHS, draft report, 2015) of all the mortality cases in Ghana, there is an urgent need for new institutional intervention implementation approach (Koduah et al., 2015).

Institutions are not trusted because of the political involvement. Some of our client instead of going to the health facilities to seek medical attention during pregnancy, stay home because they are not sure if it (maternal and child user fee exemption policy) will work or not. Some healthcare facilities take money from patient, or sometimes refused treatment because they (the providers) are not reimbursed by the state (NHIA) for the services they gave. Many women come here and complain everyday… [Accountant at NHIS, July, 2017].
3.4.3. The politics of healthcare: policy and national framework

It is important to indicate that investments in healthcare and in particular priority for maternal and child health are a political decision (UNIEF, 2017). Ghana has over the past decade investment less than 15% as stipulated in the Abuja Declaration (AFDB, 2017). This has limited the expansion of health facilities in rural areas, where most of the provision of medicines and medical technologies to assist pregnant women and children, who are more prone to diseases (UNIEF, 2017; AFDB, 2017).

The overly dependency on donor funding for health care investments has been a constraint to long term health policy planning: making Ghana’s health care reactive than preventive (de-Graft Aikins and Koram, 2017). The influence of political administrative arrangement (PAA) – MOH, GHS, NHIA, MoF and donors support in Ghana has led to the exemption of fees for maternal healthcare for the past 40 years or so at the public healthcare facility, a key positive policy success through a political arrangement of the state. However, it implementation faces challenges (lack of reimbursement of fee and lower health financial allocation) that put mother and their babies in danger.

Conclusions: what way forward?

The political economy argued the importance of actors, institutions (rule of the game as well as policy implementer) and the resource that interplay to bring policy outcome. Operationally, from the discussion shows the power and influence the administrative structures (MoH, GHS, parliament) have in setting maternal and Under-five healthcare in the national policy agenda and reform changes. However, the implementations of the policy interventions were proven to be a challenge. The health system is a complex one that has other sectors involved (see figure 1). Dealing with maternal and under-five healthcare issues in the case of Ghana needs clear priority settings and common guidelines that place all the necessary institutions and actors in one basket at the conceptual level of the policy (Kretchy et al., 2014). Inappropriate attitude by some healthcare professional (mostly nurses and midwives) in the institutions were seen as a factor for some maternal and U5 death and complications. Using the definition described by Baum et al. (2007) in their study it was observed “public health practitioners may lack the experience, time, resources (including training), or even motivation to deliberately consider ethics in their daily work”. However ensuring the ethical code of any institution means getting to obey ‘what is right and doing it right’.

Institutions activities in Ghana are influence by much of politics. According Knoepfel et al. (2011) institution set the ‘rules of the game’. From the discussion most health institutions are not trusted because of the high political involvement. This is why every sovereign state needs a strong, trusted and independent institutions devoid of political involvement to enhance healthcare development.

4. Conclusions

One area which is important but yet under studied is the role of institutions in Ghana’s health care system– in this case the politico-administration system as well as institutional service providers who have the mandate to ensure and deliver effective healthcare for mothers and their babies. For these reasons, it is important to examine the institutional structure and how they influence the maternal and child health outcome. Drawing on
three of the WHO Framework – finance, human resource and leadership – we explore how institutions interplay to influence maternal and child policy implementation in Ghana.

In the case of maternal and under-five healthcare in Ghana, we argue that ineffective institutions lead to poor health outcomes. The roles of institutions in maternal and under-five healthcare were examined using some of the WHO blocks to evaluate the performance of health system and its consequences. Thus, the availability of finance, and healthcare services and leadership or management (Figure 2) explains a well-functioning institution for effective maternal and under-five healthcare delivery.
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Abstract

The principal objective of the article is to present and assess the differences in food purchaser behaviours between two generation groups (X and Y), taking into particular account the factors behind the choice of purchasing location. The age of purchasers appears to strongly determine their behaviours related to purchasing food products. Younger and older purchaser groups differ from each other in terms of priorities, preferences, decision-making processes and communication styles. Purchasers representing various generations make different shopping preparations, review product portfolios and assess commercial facilities in various ways, and display diversified sets of factors shaping their ultimate choices. The analytical part is based on questionnaire surveys conducted in 2016, regarding the purchase behaviours which prevail on the food market. The analyses concern attitudes of the surveyed purchasers, connected with perceiving, assessing and selecting specific food purchasing places.
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1. Introduction

In recent years, changes in consumer purchase behaviours have been observed on the Polish food market. Due to the evolution of consumer needs and preferences, along with the proliferating and more accessible sources of information about producers and sellers, and changes taking place in the trade sector, modern purchasers are exerting a growing impact on food supply chains. It is the consumer, through his or her concrete purchase decisions, that decides about the subject, place and time of the purchase.
Major changes have also concerned trade formats, with the expansion of chain and large-area stores, and the transformation of discount stores’ image being the most evident. These processes have led to retail trade transitions, including changes to product portfolios, different modes of rendering trade services, as well as organisational and logistic changes. The retail trade transitions taking place on the food market have created new opportunities for consumers to choose their preferable sales centres, contributing to changes in consumer behaviours regarding the choice of both purchasing places and patterns (Angowski and Lipowski, 2014).

Due to the increasing market competition, coupled with qualitative transitions which have occurred in trade over the last several years, food distribution is now becoming a very significant domain where food producers compete with one another. Decisions regarding the choice of sales channels and distribution intensity levels appear crucial from the point of view of attracting end recipients, thus determining the actual development prospects of enterprises operating on the food market (Angowski and Kijek, 2017). With a view to increasing the efficiency of various distribution-related solutions employed by enterprises, including both current and planned, it is essential to learn about consumer preferences regarding the choice of purchasing places of various types of products. The knowledge of specific factors shaping consumer behaviours is now becoming a major advantage on the competitive food market and can provide a basis for gaining a real competitive edge.

2. The choice of purchasing places – theoretical aspects

Consumer behaviours can be defined as any actions and measures taken by consumers in order to acquire goods and services aimed at satisfying certain needs (in line with a subjective hierarchy of preferences), and various ways of using them. Consumer behaviours are also viewed as including actions connected with searching for, purchasing, using and evaluating goods and services which are likely to satisfy specific needs. The issues related to consumer behaviours include perceiving and attaching values to specific needs, in line with individual preference scales (creating a hierarchy of needs), using various modes of acquiring consumption means, selecting and combining the available sets of goods and services, as well as using or consuming them (Antonides and Fred Van Raai, 1999).

Food products constitute a specific product category, as they satisfy the most basic needs corresponding to the biological needs of our body. Their principal functions are connected with satisfying hunger and with improving the physical and mental well-being of consumers. However, these products are increasingly intended to satisfy psychological and sociocultural needs as well, which makes customer choices of food products more complex than ever before. Shopping for food is classified among routine activities which, along with product and purchaser characteristics, are also environmentally- and culturally-conditioned (Szwacka, 2007). The factors taken into account by consumers in their purchase processes have come to increasingly include the purchasing place.

The choice of the place of purchase-sales transactions forms a purchase process stage. The marketing literature defines the choice of the purchasing place as a process which begins with a store type selection problem, followed by searching for information and assessing alternative solutions (various options), to end with a final decision. This process is often equally important and complex as the choice of specific products or brands (Antonides and Fred Van Raai, 1999).
Due to the transitions which have occurred in recent years in the Polish trade sector, consumers now have more options to choose from as regards the place of food product purchase. These include marketplaces, green groceries, supermarkets, mega stores, discount stores, specialised stores, shopping malls and rapidly-developing online stores (Borusiak, 2016). A large number and variety of commercial facilities available to consumers, resulting from the increasing competition in the trade sector, may pose certain difficulties for purchasers in selecting the purchasing place of fast-moving consumer goods which include food products.

Consumer behaviours on the market result from an array of factors, both economic and non-economic, being connected with external circumstances and internal preferences of individual consumers. According to classic economic theories, major determinants of consumer behaviours comprise factors which enable the maximisation of usefulness based on the resources at hand. In turn, modern concepts of purchaser behaviours, except for the price criterion, point to social, psychological, technological and socio-cultural conditions, as well as marketing activities connected with shaping purchaser attitudes, such as situational impacts, perception processes, learning and memorisation styles, motivations and emotions (Parment, 2013).

Among social factors, elements connected with choosing the purchasing place are emphasised. These issues are also taken into consideration as regards leisure activities of modern consumers, their growing mobility and easy access to information, which can be viewed as technological factors. Among cultural factors, the process of consolidating consumption pattern, the significance of global brands, and similar ways of satisfying specific needs by consumers from various cultural areas are increasingly being emphasised. Finally, among personal factors, the level of income or consumer’s age might prove significant in selecting the purchasing place. It is additionally stressed that the types of products selected by purchasers, their quantity and purchasing place depend on purchasers’ perceptions, the awareness of their own identity, the socio-cultural background, age, family cycles, attitudes, beliefs, values, motivations, personalities, social classes and many other factors, both internal and external (Shavit, Jiang and Cho, 2016).

Marketing factors correspond to various marketing activities undertaken by trade centres, the principal objective of which is to improve their competitive power with respect to other sellers operating on the market, i.e. to facilitate the purchase process, and increase the quantity and frequency of purchases (e.g. loyalty programmes, price discounts, advertising leaflets, media exposure, etc.) (Domańska and Angowski, 2016). Some authors claim that the choice of a given purchase channel is influenced by supply-related factors, including mainly the spatial and temporal accessibility of various purchasing places and products in certain locations. Literature sources also emphasise that the key factors contributing to the choice between various types of stores comprise the price level, range of products and distance (location) from the sales centre. In terms of the relationship character and control levels, the factors influencing purchasing place choices can be divided as follows: (Bartosik-Purgat, 2014):

- store-specific attributes (products – their prices, quality, variety, etc.; store appearance, internal communication, location, advertising and other sales promotion tools, post-sales services offered by the store, and store reputation);
- customer-specific factors (customers’ age, personality, purchase frequency and size, experience, attitudes and income);
- factors related to the ongoing trade sector conditions (retail trade structure).

It appears essential, both for trade and production enterprises, to learn about the process of the transaction place selection by consumers and the contributing factors. In
the case of trade companies, the knowledge of such issues makes it possible to better adjust their commercial portfolios to the preferences and expectations of prospective purchasers, while production enterprises can benefit from a more efficient selection of distribution channels (Domńska and Angowski, 2016).

Demographic factors constitute significant determinants of consumer behaviours, which are most frequently used in segmentation procedures. The most important ones include age which is connected with differing needs of purchasers and the ways to satisfy them. This, in turn, determines consumers’ expenditure patterns, consumption styles and the scope of consumer goods that are acquired. The actual consumption structure is also age-dependent (Valkeneers and Vanhoomissen, 2012). Almost all theories regarding purchaser behaviours on the market acknowledge, whether more or less directly, that age, along with age-related experience, life events and circumstances, has influence on consumer awareness which translates itself into specific consumer behaviours (Bakewell and Mitchel, 2003). Given the above, the proper identification of the factors influencing consumer behaviours in various age groups, and the understanding of the typical features of members of various age categories, appear indispensable to developing effective market strategies addressed to specific segments.

The aim of this publication is to identify, analyse and assess behaviours of the surveyed purchasers (by generation group X and Y) with respect to choosing the purchasing place of selected food products (meat and meat products, vegetables and fruit, dairy products, and cereal products).

The generation theory is a commonly recognised theory which describes and analyses differences between “generational attitudes.” This is a theory of social history, describing and explaining changes in public attitudes over time. It was first described by Neil Howe and William Strauss in “Generations” (1991), and further developed in “The Fourth Turning” in 1997. The theory assumes that the historic period in which a person is born shapes his or her early life and gives rise to a certain philosophy of life, which then impacts on his or her way of perceiving and interacting with the world. This philosophy of life and the value system are, to a large extent, dependent on the circumstances in which the person develops. This implies that when people grow up in different historic periods, we may expect that their value systems will differ (Dhanapal, Deeparechigi and Subramaniam, 2015; McGarry Wolf, Carpenter and Qenani-Perela, 2005). This theory is also widely applied in behaviour studies regarding various generations of consumers, being practically employed in market analyses, market segmentation and the ability to formulate marketing strategies depending on purchasers’ age. In general, the generation theory divides consumers into four generation groups, i.e. BB (Baby Boomers), X, Y and Z. This division is principally meant to classify consumers into groups of people sharing similar life experience, knowledge and motives, and living in similar circumstances. Therefore, the age ranges of individual generations correspond to socio-cultural and economic changes, scientific and technological development, as well as political events occurring throughout the years (Lissitsa and Kol, 2016; Valkeneers and Vanhoomissen, 2012). However, the literature fails to provide any clear-cut criteria determining the age (year of birth) of people belonging to individual generation groups. Moreover, the time frame adopted by researchers depends on the socio-economic conditions in a given country or region (Gołąb-Andrzejczak, 2016). Most authors employ the following generation division: generation BB comprises people born between 1945 and 1964; generation X are people born between 1965 and 1980; generation Y refers to the early 1980s and the beginning of the new century; and the youngest generation Z are people born in the present millennium.
Both groups of consumers are very attractive from a cognitive point of view, both for researchers and marketing practitioners. Generation X are relatively well-educated consumers who are already working, have already achieved professional success, have stable incomes, are responsible, have family and children, rather critically perceive the world. It can be said that they are today the main marketing target of enterprises. Generation Y is the future of the market, they are young people who graduate or just finished their studies, are looking for or starting work, sometimes live with their parents and depend on them, they are people who search for their place in the adult world and have very high expectations for it (Golab-Andrzejczak, 2016). Both groups know well and are able to use the Internet, but generation Y definitely uses the ICT better. The X as consumers are pragmatic, rather traditionalists, like direct contacts, loyal to favorite products and brands, decisions are taken very carefully on the basis of full knowledge, they are more sceptical and have no confidence in marketing activities. Generation Y means consumers who are more open and courageous, they like to experiment, they are looking for new products, they quickly make decisions and often buy impulsively, they look for lower purchase and service costs (Lissitsa and Kol, 2016).

3. Methodology and Data

This study reflects an attempt at solving the following research queries connected with purchaser behaviours in two generation groups X and Y:
- What criteria are purchasers driven by when choosing a commercial facility?,
- Where do purchasers buy selected food products?,
- What is the frequency of purchasing selected food products by younger purchasers?

Table 1: Sample characteristic by X and Y generation

<table>
<thead>
<tr>
<th>Specification</th>
<th>X (N=238)</th>
<th>Y (N=345)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>44.24%</td>
<td>64.13%</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>women</td>
<td>67.23%</td>
<td>70.72%</td>
</tr>
<tr>
<td>men</td>
<td>32.77%</td>
<td>29.28%</td>
</tr>
<tr>
<td>Place of residence (the number of residents – in thaus.)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>to 15</td>
<td>36.13%</td>
<td>57.39%</td>
</tr>
<tr>
<td>from 16 to 50</td>
<td>44.96%</td>
<td>20.29%</td>
</tr>
<tr>
<td>over 50</td>
<td>18.91%</td>
<td>22.32%</td>
</tr>
<tr>
<td>Net income (per one family member) in EUR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>181 to 240</td>
<td>15.13%</td>
<td>23.77%</td>
</tr>
<tr>
<td>241 to 360</td>
<td>21.01%</td>
<td>29.57%</td>
</tr>
<tr>
<td>over 360</td>
<td>24.37%</td>
<td>14.20%</td>
</tr>
</tbody>
</table>

Source: own calculation

The empirical part was based on the results of questionnaire surveys conducted in 2016 on a group of 739 food purchasers. The surveys comprised two stages. In the first stage interviews were conducted with academic students, while in the second stage the survey sample was supplemented by older respondents. In the sample selection process, the purposive sampling method was used (focusing on food purchasers), whereas CAWI, supported by PAPI, was the principal data collection method. The survey questionnaire was drawn up in electronic format and linked to a Surveymonkey database. The survey
questionnaire comprised 18 problem questions regarding purchaser behaviours and attitudes on the food market, including the factors shaping the product choice process, purchased quantities, purchasing mode and place, along with respondent characteristics questions. The subject-matter of the survey covered four product groups available on the food market, i.e. meat and meat products, fruit and vegetables, dairy products and cereal products. The analyses included in the publication refer to selected responses provided by the surveyed members of two groups distinguished by age, i.e. generation X and generation Y (N=583). For publication purposes, it was assumed that generation X would comprise people born between 1965 and 1981, and generation Y people born between 1981 and 1999. The characteristics of the surveyed sample are shown in Table 1.

**4. Results**

The choice of commercial facilities in which food products are purchased depends on numerous factors, which finds confirmation in the questionnaire surveys conducted. Based on these surveys, 19 factors significant for consumers choosing food purchasing places were identified and selected. The relevant factors determining such purchase decisions in the two age groups (generations X and Y) are shown in Figure 1.

In the case of all analysed food groups (irrespective of age), the respondents attached most attention, while choosing their purchasing places, to wide and diversified product ranges, and to the availability of their preferred products. Prices and store location also proved significant. The presence of advertising leaflets in their mailboxes, access to foreign and eco-friendly products, and service quality were considered the least important in selecting the purchasing place. It also appears interesting that a relatively small number of the surveyed purchasers (in each product group) declared that they purchased food products in random places. A conclusion can therefore be drawn that the choice of a food purchasing place is a decision of major importance, from the point of view of individual consumers, irrespective of their generation groups, and the factors taken into account are fairly diversified. The availability of fit and eco-friendly products was considered of little significance to respondents, which seems rather unexpected, given the new eco-consumption trend which has been recently observed in consumer behaviours on the market.

When analysing the significance of individual factors determining the choice of the purchasing place by various generation groups, it can be noted that the most marked differences concern the importance attached to the availability of traditional products (meat, dairy and cereal products), Polish/domestic products (meat, dairy and cereal products), eco-friendly products (meat and cereal products), regional products (dairy and cereal products), foreign products (fruit and vegetable products), as well as service quality (fruit and vegetable products, and cereal products) and store opening hours (fruit and vegetable products). This is confirmed by statistical analyses pointing to statistically significant differences in assessing various criteria by generations X and Y (t-test). For generation Y, as compared to generation X, the following factors prove more important: a wide product range and availability of preferred products (meat products), price (all product groups), store location (meat, fruit and vegetable, and dairy products), opinions expressed by other consumers (meat, fruit and vegetable, and dairy products), availability of foreign products (fruit and vegetable products, and cereal products), service quality (fruit and vegetable products, and dairy products), store opening hours (fruit and vegetable products), and sales promotions (meat products). For the surveyed purchasers representing generation X the following factors were essential: the availability of traditional products
(all product groups), eco-friendly products (meat, fruit and vegetable, and cereal products), regional products (fruit and vegetable, cereal and dairy products), as well as Polish/domestic (cereal and dairy products). In general, purchasers of dairy and cereal products display the largest differences in assessing individual store choice criteria (between generations X and Y), whereas the smallest differences occur in the meat products group. In addition, a statistical analysis was carried out using the U-Mann-Whitney test, which confirmed the statistical significant difference between observed groups (generation X and Y) on the base of the assessment of the significance of factors determining the choice of the store. These were the following criteria: a wide choice of products (meat products), availability of favorite products (meat and cereals products), availability of Polish products (dairy and cereals products), availability of Foreign products (vegetable, fruits and cereals products), availability of traditional products (meat, vegetable, fruits and cereals products), service quality (vegetable, fruits and dairy products), working hours of store (vegetable and fruits products), opinion of other customers (meat, dairy and cereals products) and buying in the store selected by habit (meat, vegetable, fruits and cereals products).

Figure 1: Criteria for the selection of places to buy food in the buyers opinion by X and Y generation
1 - a wide choice of products, 2 - availability of favorite products, 3 - availability of regional products, 4 - availability of Polish products, 5 - availability of Foreign products, 6 - availability of bio-products, 7 - availability of traditional products, 8 - availability of organic products, 9 - service quality, 10 - working hours of store, 11 - design shop, 12 - product prices, 13 - store location, 14 - credit cards accepted, 15 - promotion activities (special offers, loyalty cards), 16 - promotional newsletters in inbox, 17 - opinion of other customers, 18 - buying in the store selected by habit, 19 - buying in random places
Source: own calculation
Summing up, it can be inferred that younger purchasers (generation Y), having lower income at their disposal, tend to be savings-oriented, buying less expensive products and seeking to benefit from sales promotions. They also opt for convenient solutions, attaching much attention to store opening hours, location and a wide range of products available in one place. Finally, they are more willing to purchase foreign products. On the other hand, generation Y purchasers are more aware of both product quality and origin. As they opt for stores selling Polish/domestic, regional or traditional products, their behaviour appears consistent with the recent trend of consumer ethnocentrism.

The surveys have revealed that consumers (irrespective of age) perceive discount stores as the most popular places of purchasing all types of food products (Table 2).

<table>
<thead>
<tr>
<th></th>
<th>meat</th>
<th>vegetables and fruits</th>
<th>dairy</th>
<th>cereals</th>
</tr>
</thead>
<tbody>
<tr>
<td>small local shop</td>
<td>3.47</td>
<td>3.72</td>
<td>4.04</td>
<td>4.32</td>
</tr>
<tr>
<td>supermarket</td>
<td>3.32</td>
<td>3.41</td>
<td>3.64</td>
<td>3.59</td>
</tr>
<tr>
<td>discount store</td>
<td>3.56</td>
<td>3.99</td>
<td>3.92</td>
<td>4.23</td>
</tr>
<tr>
<td>hypermarket</td>
<td>2.80</td>
<td>3.15</td>
<td>3.08</td>
<td>3.35</td>
</tr>
<tr>
<td>delicatessen</td>
<td>2.47</td>
<td>2.38</td>
<td>2.52</td>
<td>2.43</td>
</tr>
<tr>
<td>market, bazaar</td>
<td>2.68</td>
<td>2.39</td>
<td>2.32</td>
<td>1.97</td>
</tr>
<tr>
<td>specialized stores</td>
<td>3.60</td>
<td>3.66</td>
<td>2.93</td>
<td>2.28</td>
</tr>
<tr>
<td>shops with organic food</td>
<td>2.30</td>
<td>2.28</td>
<td>2.13</td>
<td>1.79</td>
</tr>
<tr>
<td>health food stores</td>
<td>2.27</td>
<td>2.17</td>
<td>2.12</td>
<td>1.72</td>
</tr>
<tr>
<td>shops with traditional food</td>
<td>2.28</td>
<td>2.21</td>
<td>2.30</td>
<td>1.74</td>
</tr>
<tr>
<td>directly from producer</td>
<td>2.18</td>
<td>2.40</td>
<td>2.38</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Evaluated in a 7-point scale, where 1 means “do not buy”, and 7 – “I buy very often”

Source: own calculation

This may result from the fact that, in recent years, discount stores have managed to effectively change their image, and are no longer associated merely with low prices, but also with the adequate quality of products. The surveyed purchasers were also relatively eager to shop in supermarkets, small local stores and mega stores. Notably, meat, vegetables and fruit, as well as bread are often purchased in specialised stores, i.e. butcher’s, green groceries or bakeries, whereas in the remaining product groups the interest in these types of stores was definitely lower.

When analysing the frequency of purchases in various commercial facilities, taking into account purchaser behaviours typical of different age groups, a clear relationship with how they assess the importance of individual factors determining the purchasing place choice can be observed. Savings- and comfort-driven purchasers representing generation Y usually shop in discount stores, supermarkets and mega stores, whereas older purchasers from group X, searching for regional, traditional or high-quality products, tend to choose specialised stores, and facilities selling healthy, eco-friendly and traditional food. Interestingly, purchasers X, as compared to purchasers Y, are more likely to buy
meat, dairy and cereal products in small local food stores. This partly confirms the identified tendencies towards ethnocentric behaviours which are reflected, inter alia, in supporting national and regional products, as well as domestic and local entrepreneurs.

5. Discussion and Conclusions

Based on the research and analyzes carried out, it can be seen that consumers from generations X and Y differ in assessment of the validity of the criteria for choosing the place of purchase of food products. However, statistical analyzes show that these differences were not large. Analyzing the respondents’ answers, it can be noticed that the purchasers of the X generation considerably more often than Y, in their decisions related to the place of purchase were guided by the quality of products, the presence of bio, national, traditional and regional products. This may indicate greater consumer awareness and ethnocentrism. However, the surveyed buyers of the Y generation paid more attention to the cost and convenience of purchase, i.e. the level of prices, location and working hours, larger assortment as well as the promotion and presence of foreign products. Analyzing the differences in the selection of the place of purchase, generation X, relatively more often than Y, purchases food in small local shops and specialty stores, and the Y generation more often buys in discount stores and hypermarkets. The respondents in the group of purchasers of meat, fruit and vegetable products were the most diverse in the assessment of the selection criteria for the shops due to their age, and the least, the buyer of cereal and dairy products.

The research and analysis results published in the publication may complement existing research on the behavior of buyers on the food market in terms of factors shaping the choice of place of purchase by consumers of different ages, and may also be used as starting material for the development of future, more in-depth studies and analyzes concerning differences in consumer purchasing behavior, taking into account the age criterion.
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Abstract

The decisive role of knowledge-based economy and the importance of the ventures fostering the use of innovation and incorporating knowledge, high technology and creativity are nowadays worldwide recognised, even more considering that EU is in a permanent search of innovation as source of competitiveness. Within this context, in the present paper we aim at investigating the complex relation between the knowledge intensive business services (KIBS) and the imperative of fostering the economic activity, both of the entrepreneurial dynamics and their macroeconomic effects. The analysis performed on EU level leads to interesting results, revealing a complex but contradictory relation between KIBS and economic activity measured by the main indicators of entrepreneurial density and macroeconomic dynamics.
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1. Introduction

The economic transformations of the last decades, both in nature and spatial distribution, are obvious. Fueled by major drivers of change, i.e. globalization and the telecommunications revolution (Audretsch, 1998), the national economies have witnessed a new development paradigm, based on innovation and constant adaptation (Hatôs et al., 2015).
The role of innovation and knowledge for the economic growth is not a genuine research theme, but only recently these concepts were associated with the services sector and not only with manufacturing sector, in particular with high-tech industries. The perception on services shifted from considering them as simple adapters of innovation stemming from the manufacturing sector, to acting as important players in the innovation process, not only as individual innovating actors, but also by spurring on the innovativeness of their clients (Muller and Doloreux, 2007; European Commission, 2012).

In this context of innovativeness and development, the research interest focuses on a specific part of the service sector, the so-called knowledge-intensive services (KIS) and specifically on their subfield named knowledge-intensive business services (KIBS), i.e. the sector including companies providing knowledge-intensive (goods and) services for other companies. Defining KIBS as services where ‘knowledge is the main production factor and the good they offer’ (European Commission, 2012, p. 6), the researchers consider that their approach can enrich with different features of KIBS, such as: in-depth interaction between supplier and user (Muller and Zenker, 2001), problem solver, adjusting their capability to customers’ needs, capable to “generate, facilitate or adopt technological, organisational, social or other kinds of innovation” (Merino and Rubalcaba, 2013, p. 218). Finally, other researchers, approaching the role of “business angels” in boosting business, link the KIBS with the presence of so-called “knowledge angels”, i.e. individual persons whose motivations, talents and specific activities play a specific role within the innovation processes of these firms, “a creative knowledge broker responsible for most of KIBS’ efficiency in the global innovation process” (Muller et al., 2015, p. 2), acting as “innovation catalysts” within KIBS (European Commission, 2012, p. 7).

This paper investigates the role of knowledge-based business services (KIBS) in fostering the entrepreneurial activity and macroeconomic results at EU level. It is organised as follows: in the first part we review the relevant literature; in the second part we present the research methodology, including data sources, the indicators used and the research hypotheses; in the third part we present and discuss the relationship between KIBS and the dynamics of the entrepreneurial activity, including the risk of firms discontinuing. The last part presents the findings and conclusions on the complex relationships between these phenomena, as they result from our researches.

2. Literature Review

New venture creation as a process based on a novel business idea, an innovative product or an experiment that allows (following a visionary leader) to overcome the competitors, is a central element of the entrepreneurship theories (Casson, 2005; Shane and Venkataraman, 2000). However, Autio and Acs (2007) or Wennberg (2010, p. 2) avoid to confer to all forms of entrepreneurship (particularly to self-employment and less innovative entrepreneurship) the feature of innovation and knowledge. They focus on “high-potential entrepreneurship” which really matters for economic development. Younger knowledge and innovation-based firms contribute to the economic growth because they are in entrepreneurial alert and oriented (Lumpkin and Dess, 1996), they do not value excessive internal procedures and routines and take quick decisions to adapt to a changing business environment. Moreover, Rosenbusch (2011) consider that the relation between innovativeness and business performance has stronger result in small young firms. Wennberg, citing Agarwal et al (2010), considers that the essential link between entrepreneurship
(as an opportunity for knowledge spillover but also as new venture creation) and intensive knowledge is that “knowledge from technological change can be seen as a non-rival and partially excludable good” (Wennberg, 2010, p. 22). The newly created firms and the established firms that have made the shift from a manufacturing to a service intensive economy were the actors of the explosive growth of knowledge-intensive business services (Wennberg, 2010).

Moreover, Malecki (2007), Varis et al (2014, p. 102) consider that ignoring the contribution of entrepreneurship and new business formation in the new knowledge-based industries will affect the competitiveness of the economies of the world, regardless of their current level of development. EU policies and strategies insist on knowledge-based economy, by fostering entrepreneurship and by the commercialization of new technologies (Varis et al., 2014, p. 102) while Wong et al. (2005) consider that high-potential innovative start-ups contribute positively to economic growth to an extent even greater than the undifferentiated support of the new firms creation. However, recent researches show that it is difficult to endorse a direct relationship between KIBS sector incentives, the creation of new ventures and the economic growth revival in some areas. In their study on the recent development of the knowledge-based industries in a relatively small and remote Finnish region, Varis et al (2014, p. 119) found out that “even if the basic elements for industrial renewal and diversification – firms, basic and applied research, financial institutions, commercialization services etc. – seem to be in place”, the development of knowledge-based industries or the regional economy, as a whole, is not impressive. Researchers hypothesize that in the new era of technology, communications and information, the location of KIBS companies cannot have significant effects on local low tech industries, as long as their functional relationships are not spatial dependent or motivated by them. At the same time, they question the local, national or EU level policies that consume high amounts of funds on impossible targets, counting on a hypothetical multiplier effect of KIBS in the less developed regions.

In another research aiming at finding characteristics of young creative companies that enhance their innovation and the use of knowledge-intensive business services (KIBS), Mas-Tur and Ribeiro Soriano (2014) investigate if the government should consider this type of company as target for their innovation policies (through subsidies, promotion of infrastructure and knowledge transfer etc.). The reason of public support is that KIBS could foster unspecific entrepreneurship, could act as enablers and sources of innovation for companies from different sectors, irrespective of the fact that KIBS enhance innovation mostly in companies that are, by definition, innovative (Audretsch, 2012; Mas-Verdu et al., 2011). Hyytinen et al. (2015) consider that public policies to support innovative start-ups in high-tech field or KIBS should not exaggerate with the argument that innovating ventures are more likely to survive than other start-ups and create stable jobs (Hyytinen et al., 2015, p. 565). The authors consider (without denying other reasons of supporting innovation) that innovativeness should not be seen by entrepreneur, or by advocates of public supportive policies, as a form of insurance against failure in the start-up phase. On the other hand, the access to knowledge can be a chance for ambitious and experienced entrepreneurs from different sectors (not necessarily high knowledge).

The research on the relationship between innovation, intensive knowledge and entrepreneurship does not cease at the stage of creating new companies, but try also to make sense regarding their closure. Thus, discontinuing a business does not necessarily indicate that all fruits of its innovative efforts are wasted (Hyytinen et al., 2015). KIBS firms could generate lasting local knowledge spillovers, regardless of whether these companies have had continued success, or they are still running. The knowledge spillover theory of
entrepreneurship (Acs et al., 2009) asserts that new knowledge stimulate venture creation and new market entry. Moreover, the closure of a company that have promoted and used innovation and knowledge does not automatically mean an empty seat in the local economy and society. It leaves behind resources (e.g. qualified employees, specialized assets, business ideas) that may facilitate (directly or indirectly) new firms launching (Pe’er and Vertinsky, 2008). The essential argument of the link between KIBS and business creation is that they produce positive intertemporal and spatial externalities (Hyytinen et al., 2015, p. 577).

3. Methodology and Data

We used as an indicator of KIBS density the share of companies from the KIBS sector in the total number of active companies, every year, for each country in the study. The data was obtained from EUROSTAT and it covers the EU27 member countries over the 2008-2012 period. Before 2008, the NACE 1.1 system was in use and data regarding the number of active companies is only available according to it. The correspondence between NACE 1.1 and the currently used NACE Rev. 2 classification system does not allow a continuous time series to be build regarding the share of KIBS companies into the total number of active companies in each country, every year. Data after 2012 had not been available, at the time this article is written, for all the investigated countries.

Regarding the definition of the analysed KIBS, we must mention that we have included in the analysis a number of 10 NACE Rev. 2 codes, namely J62, J63, M69–M73, M742, M743, N782. The selection of these codes was based both on theoretical considerations (see Schnabl and Zenker, 2013; European Commission, 2012, p. 12), but also based on the data availability constraints, since data for some codes that we initially planned to consider were only available at the class level.

Taking into consideration the KIBS activities mentioned, a first observation is that the density of KIBS enterprises in the total active companies at the EU level presents major differences between countries, with values starting at 10–11% in countries like Bulgaria and Cyprus, and reaching 25–30% in countries like Sweden and Netherlands (European Commission, 2012).

Regarding the entrepreneurial activity, we also resorted to the data available from EUROSTAT. Therefore, in the case of entrepreneurial activity, we used the EUROSTAT data regarding the number of new/closed companies, yearly, in the EU member states. In respect to the geographical coverage of the study, due to missing data, we have eliminated in the stage a number of three countries, namely Greece, Denmark and Malta, and therefore in the next analysis stage we only have tested our proposed models on a total of 24 countries. Data analysis was performed using R 3.0.3, the “plm” package, developed specifically for panel data linear regression analyses (Croissant and Millo, 2008). We decided to estimate a regression model for panel data because datasets control individual heterogeneity. Also, the panel data models provide a greater amount of information and a lower probability of collinearity between the used variables. There are several types of linear models for panel data. The first step in estimating a panel data is to test whether the series can be estimated through a panel data model or through the OLS model. One of the easiest tests for grouping data has as a null hypothesis the OLS model and as an alternative hypothesis the Fixed Effect Model. In order to decide whether a Fixed Effects model or a Random Effects model is more appropriate, we considered both the information criteria associated with the models and the economic context.
The hypotheses formulated and then tested in this paper, by using the data sources previously mentioned, are as follows:

H1: KIBS act as a stimulating factor for the entrepreneurial activity;
H2: KIBS act as a blocking factor for the number of closed companies and

4. Results

4.1. The relation between KIBS and the entrepreneurial activity

Regarding the share of the companies acting in the KIBS sectors in the total number of active companies, analysed as a stimulating factor for the number of newly registered companies per 1,000 inhabitants of working age, each year, in the investigated countries (EU 27, excluding Greece, Denmark and Malta), the results of the preliminary analysis didn’t yield a valid model. The value of the ANOVA test F(1, 95) = 0.072, for this model, having an associated p value of 0.79. In this case, we cannot claim that KIBS acts as a factor of the entrepreneurial activity in the EU.

Refining the analysis by investigating the entrepreneurial activity at sectoral level for industry (i.e. total industry and manufacturing industry) and for construction also did not yield valid models. Usually we expect a finer level analysis to reveal some relations that might be missed in a more general analysis; however, in this case, no arguments were found to support any influence of the share of the companies activating in the KIBS sector on the entrepreneurial activity, neither on a general basis or on sectoral level (i.e. industry or construction). Taking into consideration the nature of the industry in general, and of the manufacturing industry in particular, the existence of the KIBS companies could be a motivating factor for starting up new companies (by taking innovation and implementing it into production); however, their impact does not seem to be significant at the level of the investigated countries.

In Figure no. 1 we present a graphical representation of the relationship between the share of the KIBS in total companies and the number of newly registered companies, for the investigated EU countries. The results of the local regression analysis, according to the “loess” method proposed by W. S. Cleveland, E. Grosse and W. M. Shyu (1992) are also presented in Figure no. 1. Due to the limitations of this method in the case of the available data (covering only 5 years), this analysis is shown with the purpose of easing the interpretation of graphical data.

Within the interval 13–17% for the share of KIBS companies in total companies, we notice a higher variability of the entrepreneurial density, as in this case the number of newly registered companies per 1,000 work-age people varies between 1 and 20, while in the case of the rest of the time series the amplitude is lower. This could be an indicator of a certain connection at the level of the said interval. However, it could also be the result of a higher number of countries presenting shares of KIBS companies in total active companies within this 13–17% interval. More studies are required to investigate this aspect, as more data will be available and time series will be long enough to allow more complex analyses.
Due to the inconclusiveness of the partial results, we decided to going further and detail the relation between the two variables at the EU countries level included in the analysis (for the same period 2008–2012). Due to the relatively short time series (i.e. 5 years), our conclusions are limited. However, we can notice that some countries (e.g. Cyprus, Latvia, Luxembourg and Romania) display relatively strong correlations, in a positive direction, between the share of KIBS companies in total active companies, and the entrepreneurial activity, i.e. a high share of KIBS is related to an increase of the entrepreneurial activity. At the same time, in countries such as Bulgaria, Estonia, Hungary, Poland, Netherlands and Slovenia, the correlation is negative (i.e. a high share of KIBS is related to a decrease of the entrepreneurial activity). Our analysis indicates that the relation displays different magnitudes in the investigated EU countries, even having opposed directions. These results require further investigations to determine the elements that mediate and/or moderate the relations between KIBS and entrepreneurship. Of course, there is a possibility that no relation actually exists at EU level, the two variables being influenced by other factors, which are dependent on each countries economical characteristics.

4.2. The relation between KIBS and the number of closed companies

The analyses performed have indicated that the share of KIBS companies in total active companies exercise a negative influence on the number of closed companies per 1,000 work-age inhabitants, in the selected EU countries, for the five investigated years. The results obtained in R suggests that a panel data estimation is better than a OLS model and according to the Hausman test, the fixed effects model is more appropriate for this data set. The value of ANOVA test for the model is $F(1, 92) = 8.202$ with an associated $p$ value of 0.01. The coefficient of this relation is $b = -36.847$, therefore we can claim that an increase of 1% in the share of KIBS in total companies is associated with a decrease of almost 37 of the number of closed companies per 1,000 inhabitants. In the case of the investigated countries, an increase of 1% of the share of KIBS in the number of total active companies should lead to a number of 118,000 companies continuing their activity, rather than discontinuing it, for each year.
We also looked at a series of other factors that could influence the discontinuing of the companies, including GPD (starting from the premise that a decrease in GDP has a negative impact on the business demography), the entrepreneurial activity of the previous year and the productivity of the companies; however, none of these led to a valid regression model.

The relation holds in the case of sectoral analyses, namely in the case of (total) industry, manufacturing industry, and construction. The model validation analyses are presented in Table no. 1. The three models have similar characteristics from the point of view of the explained variance in the number of closed (discontinued) companies by KIBS density (~10%). The coefficients for industry and manufacturing industry are similar, suggesting that an increase of 1% of the share of KIBS in total companies would lead to a decrease of 4.45 in the number of companies closed per 1,000 inhabitants. In the case of the construction sector, the impact is even stronger, with an increase by 1% of the share of KIBS in total companies leading to 11.64 fewer companies closed per 1,000 inhabitants in the construction sector.

Table 1: The results of panel regressing of the KIBS density on the number of closed companies per 1,000 inhabitants

<table>
<thead>
<tr>
<th>Dependent</th>
<th>ANOVA F(1, 91)</th>
<th>P</th>
<th>R2</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total companies</td>
<td>8.202</td>
<td>0.01</td>
<td>0.08</td>
<td>−36.847</td>
</tr>
<tr>
<td>Industry (total)</td>
<td>10.312</td>
<td>&lt;0.001</td>
<td>0.10</td>
<td>−4.45</td>
</tr>
<tr>
<td>Manufacturing industry</td>
<td>11.886</td>
<td>&lt;0.001</td>
<td>0.12</td>
<td>−4.55</td>
</tr>
<tr>
<td>Constructions</td>
<td>10.6342</td>
<td>&lt;0.001</td>
<td>0.10</td>
<td>−11.641</td>
</tr>
</tbody>
</table>

Source: own computations based on EUROSTAT data

5. Discussion and Conclusions

We started our research with the purpose of addressing a series of questions regarding the relations between KIBS and entrepreneurial activity. Firstly, we have investigated the relation between the share of KIBS companies in total active companies, on one side, and
the number of newly registered business per 1,000 inhabitants, each year, on the other side. The results of our analysis failed to support the hypothesis that KIBS act as a stimulating factor of the entrepreneurial activity, neither on the level of the whole economy, nor on the sectoral level of industry (i.e. total industry and manufacturing industry) and constructions sector. Despite our expectations derived from the theory regarding KIBS companies as a driver of the entrepreneurial activity, but somehow similarly to other studies, our results are far from being optimistic. Apparently, the correlation between KIBS and the entrepreneurship is more complex, as it considerably varies between the investigated EU countries and it registers positive high values only in the case of four countries, i.e. Cyprus, Latvia, Luxembourg and Romania. This suggests that our hypothesis that the innovation taking place at the level of the KIBS companies leads to an increase of the entrepreneurial activity is not supported empirically. Secondly, we have investigated the impact of KIBS on maintaining the companies as active (by extending their “life expectancy”). The panel regression analysis yielded a valid model, supporting our hypothesis that KIBS are a blocking factor for the number of closed (discontinued) companies. This effect can be noticed both at the level of the whole economy, and in the case of the analyses conducted on the sectors of industry, manufacturing industry and constructions.
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Abstract

The aim of the article is to present the essence and main elements of corporate culture in enterprises from the energy industry. The publication presents the essence and determinants shaping the corporate culture. The problem is presented on the example of enterprises from the energy sector. Only companies that combine innovation with business objectives of the company and design and implement the operational model of innovation will succeed. The main task of energy companies is economic efficiency, developing and ensuring lowest possible costs for generation and supply of energy to the recipients. New business models, directions and modes of investments, enhancing efficiency, use of technological data are only some of the challenges faced by energy companies.
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1. Introduction

The Polish energy sector has been rapidly developing some interesting and advanced projects in the area of sustainable development in the last several years. They take into account the special role of the energy sector in economy, along with the strategic significance of companies operating in this area. A review of activities of companies functioning as part of the “Sustainable Energy” project shows various, strategically interesting approaches. Each of them may be a source of inspiration, not only for the companies from the industry (Report PWC 2015, 2016). The perspective of changes and development challenges that the sector faces encourages one to ask questions on how to adjust the company’s activities to social trends and needs. The milieu of energy companies – on account of global and consumer-related trends – may soon experience various changes. The Corporate Social Responsibility (CSR) strategies should not only follow the situation, but get
ahead of it, identifying such trends (Bluszcz 2015). In this context, dialogue is of key significance (Visser 2008).

The CSR activities of energy companies contribute to creation of the “common value” and to solving significant social problems, e.g. excluded users. Taking into account the strategic significance of the energy sector and convergence of goals and public policies in various ranges (energy saving, pro-environmental behaviour, excluded users), it is worth considering whether some CSR activities should not be implemented jointly, as part of broader agreements and coalitions, including coalitions between companies and the governmental sector. This would allow for maximising the effects at reduced costs (McWilliams, Siegel, Wright 2006; Report PWC 2012, 2013). Building an adequate corporate culture usually begins with determining a company’s vision and mission, which become the determinants of a company’s value and allow for specifying the objective of activities (Report Deloitte 2014). On the other hand, the goal is the guiding post for all decisions that are made (Eccles, Ioannou, Serafeim 2011; Kotter, Heskett 2008; Pohrybieniuk 2014/2015). Corporate culture is the value, attitudes, beliefs and expectations shared by most corporate members (figure 1).

Figure 1: Model of organizational culture in company

Today’s corporate culture is very popular now. Corporate culture is one of the basic management functions. Managers need to change companies so that they have a chance of survival on the market. Managers are becoming increasingly aware that the world has turned its axis, making the necessary fundamental overriding of management orientation, in terms of the goals of operations and its functioning (Bąk, Sukiennik, Kowal 2016; Dyllick, Hockerts 2002).

2. Business model in the aspects of sustainable development on the example of selected companies

Energy industry representatives should meet several challenges (Report 2012). On the one hand, as well as the representatives of other companies fight for financial results, which often involves the financing of operating activities as well as the long-term investment process (Bąk 2007, 2008). Challenges are addressing climate change regulation and the expectations of different stakeholder groups. The energy industry has identified three key success factors or pillars that influence the development of the economy. Education,
innovation and cooperation are discussed. The importance of education is emphasized at every consultation meeting of energy companies. According to business representatives, education responding to the challenges and needs of the market is essential to achieving the goals of sustainable development. The key challenges of education are the way we teach, the subject matter, and, above all, the collaboration between academia and business. These aspects should be addressed both in the perspective of formal education, that is, conducted by schools and universities and informal, organized by enterprises and institutions. The next pillar is innovation, understood as the readiness to transform existing possibilities into new ideas and put them into practical use. Proinnovation attitude should reflect all business decisions. Business representatives emphasize that decision-making must be abandoned solely through principle of cost-effectiveness for innovation, which is the key to long-term success. Innovative thinking and management allows not only to respond well to changes in the environment, but also to overtake them by looking for new opportunities. Signals for growth in outlays on innovation flow from the entire environment of power companies. They are stimulated by national and EU policies. It is also fueled by the available funds, emerging new business models and the desire to build competitive advantage. It is also important to be involved in investing in start-ups (Report 2016). The third, necessary pillar is cooperation. The goal of sustainable development is the common goal of the business and all other economic actors. Therefore, it is necessary to make joint decisions and actions. There is no way to achieve sustainable development without the synergy and synergies associated with it. Cooperation understood as co-deciding on certain activities and co-responsibility for their implementation (McWilliams, Siegel 2001).

Lubelski Węgiel Bogdanka Spółka Akcyjna in Bogdanka (LW Bogdanka SA) is one of the leading Polish hard coal producers. It is also a leader in innovation and efficiency in the Polish mining industry. The mined thermal hard coal is used primarily for the production of electricity, heat and cement. It is still the only hard coal mine in Poland located outside the Upper Silesia area. And – in spite of the interest of foreign companies to invest in the region, declared in the media – the only active coal mine in the Lublin Coal Basin. The customers are mainly industrial companies, primarily entities operating in the power and heat industry, located in eastern and north-eastern Poland. The capital group created by LW Bogdanka SA includes Łęczyńska Energetyka Sp. z o.o. and three subsidiaries established in the years 2013–2014. The latter have taken over certain functions originally performed by the mine and are 100% owned by LW Bogdanka SA. Łęczyńska Energetyka Sp. z o.o. operating within the capital group supplied heat to the mine and is responsible for its water and sewage management (drinking and industrial water supply, treatment of sanitary and rainwater sewage from the mine area). The company also supplies heat to external entities, such as housing estates or other facilities in Łęczna. This business activity, both in terms of turnover and employment, is small compared to the scale of the mine itself. Founded in 2013, EcoTRANS BOGDANKA Sp. z o.o. provides services related to the management of waste generated by washing and cleaning of carbonaceous shale, including its transport and logistics. The scope of activity of RG Bogdanka Sp. z o.o., established also in 2013, is the performance of services, deliveries as well as mining and construction works for the benefit of LW Bogdanka SA. The last subsidiary is MR Bogdanka Sp. z o.o., established in 2014, dealing with surface repairs and overhauls, including the regeneration and production of steel structures. This company also provides services to LW Bogdanka SA. Due to the fact that the scope of tasks performed by the companies described above was previously performed by the mine, these organisational modifications do not
significantly change the nature of LW Bogdanka Capital Group’s impact on its surroundings (Report 2016).

A comprehensive approach to responsible management involves a holistic view of the organisation and its performance. One of the model approaches suggested by the Integrated Reporting Framework is to analyse the value creation process by analysing six forms of capital, which shows figure 2.

![Figure 2: Process of creating value](source)

This approach became the basis for the integrated report of LW Bogdanka Group for this year.

In addition to the characteristics of the business activity and its results, attention is paid to individual capitals, i.e.:

- accompanying forms of dialogue with the stakeholders,
- the relationship between each capital and the categories of business risk managed and controlled by the Group through a socially responsible management approach.

This approach makes it possible to present in a transparent way the relationship between daily operations and responsible management as well as between the development strategy and the implementation of the concept of sustainable development. In an industry such as mining, social and environmental problems cannot be averted. Neither can one fail to look at the short term, as it is precisely that today’s activities and investments will translate into the preparation of deposits for extraction and mining opportunities in the years to come. In turn, the questions whether and which deposits will be extracted determine the time frame in which the mine can operate. Currently, the strategy of LW Bogdanka includes such an approach to the management of licences and production as to allow for conducting mining activities until 2050. This is important inasmuch as it directly affects the functioning of the communities of the Łęczna town and the nearby communes in which mining is carried out. These are thousands of people who have jobs because of the mine. These are also the taxes and parafiscal contributions paid by the mine, thanks to which local governments can carry out their activities. Mine production planning, with the use of unique and very innovative technologies related to, among others, modelling of the deposit and, more broadly, a whole range of solutions collectively referred to as the
Intelligent Solutions Mine, make it possible to predict surface deformation, and thus subsidence processes causing changes in the natural environment. It also means forward-looking thinking about landscape management in relation to the storage of spoil rock as well as looking for solutions for its alternative economic use underground or outside of the mining industry (Report 2016). All actions, all capitals, permeate and become interdependent in the long run. The ability to analyse them comprehensively as well as the process of continuous learning and improvement of overall management is a development strategy that is also a strategy for sustainability.

The JSW Group, as Europe’s leading coking coal producer, is also a capital group which is still in a period of major changes, undergoing a particularly difficult and far-reaching restructuring process in the period between 2015 and 2017. The decisions made in the last few months, including a constructive dialogue with the stakeholders of the JSW Group, i.e. the public and banks/bondholders, have translated into a significant improvement of the performance and have opened up new perspectives for the stable development of the JSW Group. It is the ambition of the management to use this progress as a basis for sustainability. Over the last few months, works have been carried out within the organisation on the Sustainable Development Strategy for 2017–2020, which will be consistent with the new business strategy. The work on the strategy completed to date follows the approach presented in the PN-ISO 26000 standard and consists in identifying both key areas of responsibility and key stakeholder groups. Currently, specific measures of goals and their values for the coming years are consulted with managers responsible for particular business areas in the organisation (Report 2017–2012).

Providing JSW Capital Group customer with the highest quality coking coal and coke in a manner ensuring the growth of the value of the JSW Capital Group, taking into account the expectations of its stakeholders, using unique resources, competences and skills. The vision of the company are: strengthening the position of the leading coking coal producer and the leading coke producer on the European market, setting the directions for the entire industry through the highest standards of operation. Overarching strategic objective contain building the value of the JSW Capital Group, taking into account the principles of sustainable development in all business activities aimed at maximising value for the Shareholders. For Strategic key levers belong:

- Maximisation of the production volume for major products.
- Development of the resource base.
- Investments and innovation.
- Increasing stability and competitiveness.
- Organisational improvement.
- Improvement of cost efficiency and an increase of margins.
- Energy security.
- Development and optimal use of human resources.
- Corporate governance, environmental care.
- Acquisitions and alliances

Innovation and development activities can provide an answer to many mining problems, including making the industry more friendly to its natural and social environment.
3. RESPECT Index as a project promoting the highest standards of responsible management.

RESPECT Index is the first responsible company index in Central and Eastern Europe. The project was launched by the Warsaw Stock Exchange in 2009 when the first Index was announced. The RESPECT Index portfolio includes Polish and foreign companies from the GPW (WSE) Main Market. Companies with the highest liquidity, i.e. included in the WIG20, mWIG40 or sWIG80 indices, may aspire to the index. The index only includes companies which undergo a three-stage verification conducted by the WSE and the Polish Association of Listed Companies – the companies must also engage in high-quality communication with the market through current and periodic reports and on their websites. The third condition is socially responsible behaviour towards the environment, communities and employees, which is reviewed on the basis of a survey verified by the project auditor – Deloitte. According to the current formula, the audit of companies and review of the index composition is carried out once a year, in the second half of the calendar year. The shares of companies included in the index are determined according to the same rules as in the case of other stock exchange indices – free float shares are taken into account, with the weighting of the largest companies being limited to 25 percent when the number of participants is less than 20 companies, or to 10 percent in other cases.

<table>
<thead>
<tr>
<th>COMPARISON RESPECT INDEX AND WIG</th>
</tr>
</thead>
</table>

Figure 3: Comparison RESPECT Index and WIG
Source: www.gpw.pl

A survey prepared in cooperation with the Forbes magazine, the Warsaw Stock Exchange and Kulczyk Investments presents the composition of the rating of socially responsible companies and the first index of responsible companies by WSE – RESPECT Index. The review auditor – Deloitte – is responsible for the correct evaluation process. The analysis covers companies listed on the Warsaw Stock Exchange, excluding the NewConnect market, foreign companies and dual listing companies. Indices, such as Corporate Social Responsibility (CSR) created for developed markets are becoming a reality. The growing awareness of companies in terms of transparency and honesty of their operations, as well as their long-term impact on the environment, is not only reflected in the improvement of
brand image but also increasingly often entails financial benefits. Today, conducting business activity in a responsible manner is already a standard. Of course, changes in management are also necessitated by legal regulations that make supervisory institutions increasingly accountable.

For seven years now, LW Bogdanka has also made part of the prestigious RESPECT Index, comprising companies listed on the WSE’s main floor, which to the highest degree satisfy the requirements regarding the respect for the natural environment, activities supporting the development and safety of employees and local communities, as well as corporate governance, information governance, and investor relations. The RESPECT Index group also enters JSW SA (Report 2017–2020).

4. Discussion and Conclusions

New business models, directions and methods of investment, and efficiency improvement are just some of the challenges faced by energy companies. Energy companies have to remodel their current approach and develop new business goals in line with the principles of sustainable development. The key and dominant role is played by human capital and interpersonal relationships that constitute the pillars of corporate culture. New business models of companies in the energy market require cooperation with new business partners.

Defining the business goal and company strategy, including the elements of innovation is a very important and necessary milestone on the way to success. However, this is not enough. Polish energy companies have already taken the first steps towards increasing innovation by defining business goals, and often also innovation strategies and first directional activities. The key challenges are still to define the assumptions for innovation or to plan budgets using modern financial management tools (Kowal, Kustra 2016).
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Are the Qualifications and Skills of Consumer Good Product Managers different from those of Mechanical Engineering Product Managers? A Job Advertisement Analysis
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Abstract

This paper focuses on the skill and qualification requirements for ‘product managers’. It is based on an analysis of job advertisements, published on Stepstone in December 2017. Requirement profiles of mechanical engineering companies (n = 51) were compared with those of consumer good companies (n = 45). Using the Chi-square test, the correlation was evaluated. Results show that the job requirements are different. Mechanical engineering companies are searching for people with a technical degree whereas consumer goods companies are looking for candidates with an economic/business background. But, similarities between the two groups can be found too, both are looking for candidates with experience in Product Management as well as Marketing.
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1. Introduction

Product Management was conceived by Procter in Gamble in the 1930 (Duffy, 2011). Many companies copied this idea, in the beginning mainly B2C (Business to Consumer) companies and then later also B2B (Business to Business) companies. Some companies still call this position ‘brand manager’ as Procter and Gamble did; others are using ‘product manager’. Irrespective which term is used it always describes a person who takes full responsibility of a product and who is measured by its success (Low, 1994). “Brand management as a business technique was one of the signal innovations in American marketing
during the twentieth century” (Daye, 2009). Some authors like Dawes and Patterson have analyzed the importance and performance of the four major PM roles for consumer and industrial ‘product managers’: coordination/Implementation, short-term analysis/forecasting, long-term strategic, product development. Since there was no common practice many companies and branches developed their own job profile, tasks and responsibilities (Chisa, 2014).

Content analysis of job announcements is an established method to analyze which credentials and capabilities are important (White, 1999). Job advertisements expose the areas of job responsibility and current trends in desired qualifications and skills that employers look for in new personnel. There are several studies analyzing job advertisements in different fields like IT, librarian, marketing, general management, finance, human resource management available (Sodhi, 2010, Choi, 2009; Caio, 2005; Avery, 2003; Arcodia, 2003; Bennett, 2002). The studies are often including an analysis of primary work responsibilities, skills and work experience requirements for various jobs.

The purpose of this study is to gain a better understanding of the current demands and to analyze if it is really true that ‘product managers’ in B2C companies mostly require a background in business economics where B2B companies require engineers (Hermes, 2015 and Cummings et. al, 1984). Which skills and qualifications are important for B2B and B2C ‘product managers’? Are different skills needed? Are the companies searching for different candidates with different soft skills?

2. Methodology and Data

The main objective of the analysis was to get better insight if ‘product manager’ jobs differ in B2C and B2B companies. The underlying idea was that consumer good companies (B2C) are searching for different ‘product manager’ candidates, with different skills and qualification requirements then mechanical engineering companies (B2B). Analyzed were all ‘product manager’ job offers posted in December 2017 on the job portal Stepstone (www.stepstone.de) within two sectors „fast moving consumer goods / durables“ and „manufacture of machinery and equipment“.

Stepstone was chosen because its job portal is one of the big players in Germany and allows branch specific searching.

In December 2017 Stepstone offered in total 2450 ‘product manager’ jobs, 45 for the “fast moving consumer goods/durables” and 51 for „manufacture of machinery and equipment“.

The chi-square test was used to compare the job requirements of consumer good ‘product manager’ with those from mechanical engineering. (Manschwetus, 2018 and Schwarz, 2018)

Hypotheses:
- H0: There is no relationship between job requirement and industry type
- H1: There is a relationship between job requirement and industry type

The approach is appropriate because the sampling method was simple random sampling, the variables under study were categorical, and the expected frequency count of the contingency table was at least 5.
3. Results

First of all, differences between the required education levels of ‘product manager’ for consumer goods and mechanical engineering were analyzed:

Table 1: Contingency Table 1

<table>
<thead>
<tr>
<th></th>
<th>Included in job advertisement</th>
<th>Not included in job advertisement</th>
<th>Chi squared</th>
<th>df</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td></td>
</tr>
<tr>
<td>Technical degree</td>
<td>8</td>
<td>24</td>
<td>37</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>(e.g. mechanical engineering, electrical engineering)</td>
<td>% of group</td>
<td>17.8%</td>
<td>47.1%</td>
<td>82.2%</td>
<td>52.9%</td>
</tr>
<tr>
<td>Industrial engineer degree</td>
<td>5</td>
<td>23</td>
<td>40</td>
<td>28</td>
<td></td>
</tr>
<tr>
<td>(mentioned separate)</td>
<td>% of group</td>
<td>11.1%</td>
<td>45.1%</td>
<td>88.9%</td>
<td>54.9%</td>
</tr>
<tr>
<td>Business economics degree</td>
<td>17</td>
<td>10</td>
<td>28</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>% of group</td>
<td>37.8%</td>
<td>19.6%</td>
<td>62.2%</td>
<td>80.4%</td>
<td></td>
</tr>
<tr>
<td>Missing statement about</td>
<td>4</td>
<td>1</td>
<td>41</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>education</td>
<td>% of group</td>
<td>8.9%</td>
<td>2.0%</td>
<td>91.1%</td>
<td>98.0%</td>
</tr>
</tbody>
</table>

Results show a significant relationship between the consumer good and mechanical engineering Product Management job offers. A technical degree (e.g. mechanical or electrical engineer), an industrial engineer degree or a business economics degree are not independent from the industry type, the null hypothesis needs to be rejected; there is a relationship between education level of ‘product manager’ and industry type. The null hypothesis failed to reject for a missing statement about the education level. Thus, missing statement about the education and industry type are independent.

In the next step it was analyzed if ‘product managers’ for consumer goods and mechanical engineering need a special experience:
Results show no significant relationship between the consumer good and mechanical engineering Product Management job offers for long-term experience in product management and marketing experience. The null hypotheses failed to reject, they are independent from the industry type.

Results for experience in sales and project management show a significant relationship between the consumer good and mechanical engineering Product Management job offers. The null hypotheses needs to be rejected, they are not independent from the industry type.

The analysis then turns to language. Do ‘product manager’ require for consumer goods and mechanical engineering to have the same language knowledge?

Mixed results were analyzed. For excellent German language skills there is no significant relationship between the consumer goods and mechanical engineering job offers. For excellent German language skills the null hypothesis failed to reject. Thus, excellent German language skills and industry type are independent; they are required in consumer good product manager job advertisements as well as for mechanical engineering PM jobs. Whereas for excellent English language skills a significant relationship between the consumer goods and mechanical engineering job offers was found. Since the P-value (0.008) is less than the significance level (0.05), the null hypothesis needs to be rejected. Thus, English language skills and industry type are not independent.
Next, are ‘product manager’ for consumer goods and mechanical engineering required to travel?

Table 4: Contingency Table 4

<table>
<thead>
<tr>
<th>Willingness to travel</th>
<th>Included in job advertisement</th>
<th>Not included in job advertisement</th>
<th>Chi squared</th>
<th>df</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td></td>
</tr>
<tr>
<td>Willingness to travel</td>
<td>quantity</td>
<td>2</td>
<td>43</td>
<td></td>
<td>20.514</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>4.4%</td>
<td>95.6%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>quantity</td>
<td>23</td>
<td>28</td>
<td></td>
<td>5.988</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>45.1%</td>
<td>54.9%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Results show a significant relationship between the consumer goods and mechanical engineering job offers in the willingness to travel national and overseas. The null hypothesis needs to be rejected; they are not independent from the industry type.

Finally the soft skill requirements of ‘product managers’ were analyzed:

Table 5: Contingency Table 5

<table>
<thead>
<tr>
<th>Communication and networking capabilities</th>
<th>Included in job advertisement</th>
<th>Not included in job advertisement</th>
<th>Chi squared</th>
<th>df</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td>Consumer good PM job offer</td>
<td>Mechanical engineering PM job offer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>quantity</td>
<td>22</td>
<td>23</td>
<td>16</td>
<td>3.861</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>48.9%</td>
<td>51.1%</td>
<td>31.4%</td>
<td></td>
</tr>
<tr>
<td>Customer orientation</td>
<td>quantity</td>
<td>35</td>
<td>31</td>
<td>30</td>
<td>12.940</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>68.6%</td>
<td>41.4%</td>
<td>31.4%</td>
<td></td>
</tr>
<tr>
<td>Decision fortune and assertiveness</td>
<td>quantity</td>
<td>16</td>
<td>29</td>
<td>37</td>
<td>0.731</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>35.6%</td>
<td>64.4%</td>
<td>72.5%</td>
<td></td>
</tr>
<tr>
<td>Team ability</td>
<td>quantity</td>
<td>23</td>
<td>22</td>
<td>31</td>
<td>1.368</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>51.1%</td>
<td>48.9%</td>
<td>60.8%</td>
<td></td>
</tr>
<tr>
<td>Analytic, strategic working skill</td>
<td>quantity</td>
<td>23</td>
<td>22</td>
<td>16</td>
<td>3.067</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>51.1%</td>
<td>48.9%</td>
<td>31.4%</td>
<td></td>
</tr>
<tr>
<td>Entrepreneurship (thinking and behave)</td>
<td>quantity</td>
<td>17</td>
<td>28</td>
<td>28</td>
<td>0.527</td>
</tr>
<tr>
<td></td>
<td>% of group</td>
<td>37.8%</td>
<td>62.2%</td>
<td>54.9%</td>
<td></td>
</tr>
</tbody>
</table>
Results show a significant relationship between the consumer goods and mechanical engineering job requirements in communication and networking capabilities and customer orientation. For those soft skills the null hypothesis needs to be rejected, they are not independent from the industry type.

Whereas for decision fortune and assertiveness, analytic strategic working skills and entrepreneurship as well as team ability the null hypotheses failed to reject, these soft skills are independent from the industry type.

4. Discussion and Conclusions

This analysis shows that there are both differences as well as similarities between the consumer goods and mechanical engineering Product Management job offers.

Mechanical engineering companies are searching for ‘product managers’ with a technical or industrial engineer degree, the potential candidates need to have sales experience. Mechanical engineering ‘product managers’ need to have excellent English language skills and they will also travel overseas. As soft skills are communication, networking capabilities and customer orientation are pre-requisites.

Product Managers in the consumer goods sector need a business economics degree as well as Project Management experience.

But there are also similarities between consumer goods and mechanical engineering ‘product managers’. Both groups require potential candidates to have a university degree. Long term experience in Product Management as well as Marketing is important. Entrepreneurship, analytic and strategic working skills, team ability, decision fortune and assertiveness are the main soft skills which are important for both ‘product manager’ groups.

These results were expected given that Product Management was invented by a B2C company and adapted to the special requirements of this sector. B2B products are compared to B2C often very complex, nonstandard and customized, which requires a different Product Management approach then for B2C products and therefore different skills and qualifications.

The education level is one stand out difference between the two sectors where B2B companies require ‘product managers’ with a technical background and B2C companies are searching for candidates with economic business background. Both groups place a similar importance on the various same soft skills. The statement that ‘product managers’ in B2C companies tended to have ‘business economics’ as their background and B2B companies have ‘engineers’ is true (Hermes, 2015 and Cummings et. al, 1984). Further analysis into the specific job tasks and responsibilities could be interesting, particularly whether or not there are differences to the qualification and skills level of B2B and B2C ‘product managers’.

There are certain limitations to this study that should be recognized and overcome in future research. The results of this analysis are a snapshot and it would be good to verify the results with additional studies in other countries and longer time periods, even over some years. Interesting would be to analyze if shifts in required skills and qualifications can be seen. Maybe the two job profiles of B2B and B2C ‘product managers’ grow closer in future and the statement of Hermes and Cummings will not be valid anymore. The study of Coviello and Brodie (2001) analyzed if marketing practices of B2C and B2B companies are different and their result was that the overall patterns are similar. Even if
this study had some limitations it could reflect that also the role of ‘product managers’ will equalize, as they are the central coordinators of all marketing activities (Low, 1994).
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Abstract

The aim of this study is to analyse and compare the nature of early retirement reported by late workers 50+. The work is based on the sixth wave (2015) of the Survey of Health, Ageing and Retirement in Europe (SHARE) for Czech Republic. The set of statistical tools as logit model were proceeded in IBM SPSS Statistics and Statistica 12 to test for significant between the groups of respondents. Three-dimensional graphs were used to illustrate the most important factors contributing to envisaging early retirement for Czech Republic. The results show that among the most important factors are job satisfaction, opportunity to develop new skills and social support. The factors that serve to moderate the relation between the retirement timing and the consequences are identified and discussed.
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1. Introduction

During the last decades, many organisations have been implementing early retirement practices as a strategy to cope with the contingencies of the labour market. These practices have stimulated the exit of employees before reaching the established retirement age, and have had a significant impact on European societies at different levels (Von Nord-
The majority of work has focussed on predicting early retirement behaviours. A research interest in early departures, whilst reflecting the empirical trends over the past two decades, is out of kilter with the prevailing pressures for employees to remain in active work for longer. Pressures for continuing to work later in life arise from financial pressures on pension schemes from an ageing population, labour shortfalls and skills shortages. However, one of the areas that is still unclear is how older workers’ views on their jobs impact on their expectations of retirement (Flynn, McNair, 2008).

As ageing workers exit the workforce before official retirement age, with fewer younger replacements, there is substantial pressure on the countries’ pension systems (Stattin, 2005). To counteract this economic problem, policies in many countries are changing to encourage ageing workers to remain in the labour force (Bourne, 2007).

Early retirement is an important health policy issue, because its incidence is increasing and the resources of most societies to pay pensions are decreasing at the same time (Gjesdal, Lie and Maeland, 2004). Early retirement depends not only on the individual’s health status (de Wind et al., 2013; Ranzi, Errico and Costa, 2013; Rice et al., 2011; Alavinia, Burdorf, 2008; Schuring et al., 2007; Damkjaer et al., 2011) but also on nonmedical factors, such as working conditions (Carlsten, 2008; van den Berg, Elder, Burdorf, 2010; Siegrist, 2007) socioeconomic status (Alavinia, Burdorf, 2008; Carlsten, 2008; Hagen, 2010; Mansson et al., 1998; Harkonmaki et al., 2007) and sex (Rick, 2012). At the macro level, the society’s social security system (Rick, 2012; Andersen, Nielsen, Brinkmann, 2012; Hutchens, 1999; Kim, 2009) as well as unemployment rates (Laczko, 1988) influence the likelihood of returning to work.

Multiple factors play a role in the timing of retirement, including micro-level factors (e.g. work characteristics and health) and macro-level factors (e.g. labour market) (de Preter et al. 2013a, b). At the individual level, health is frequently cited as a contributing push factor for retirement (de Preter et al. 2013a; Schuring et al. 2013; van den Berg et al. 2010b), which can be explained by a link with work capacity. Workers with poor health have a lower work capacity and, thereby, tend to retire earlier (Oksanen, Virtanen 2012). Although poor health is a contributor to early work exit (Schultz, 1998), relatively little attention has been paid to defining the potentially preventable or treatable symptoms of health-related conditions involved in early work exit at the national population level.

2. Methodology and Data

In line with theoretical literature on factors influencing the extension of working life, with an emphasis on the subjective aspects of individuals, the following research question is formulated: “Which factors influence late workers to leave the labour market early?”

The research is based on data from the database SHARE (Survey of Health, Ageing and Retirement in Europe). SHARE is a multidisciplinary international database containing microdata about health, socio-economic situation, social and family network of respondents over 50 years old. The research uses data from the most recent wave, number 6 (Börsch-Supan, 2017) for the Czech population, all economically active workers, all sectors combined (private, public and self-employed). The sample consists of 4 858 respondents, including 60% of women. The sample is described in the following table 1.
Table 1: The sample of respondents in total

<table>
<thead>
<tr>
<th></th>
<th>50–64 years</th>
<th></th>
<th>65–75 years</th>
<th></th>
<th>75 years and more</th>
<th></th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq.</td>
<td>%</td>
<td>Freq.</td>
<td>%</td>
<td>Freq.</td>
<td>%</td>
<td>Freq.</td>
<td>%</td>
</tr>
<tr>
<td>Men</td>
<td>578</td>
<td>30%</td>
<td>829</td>
<td>42%</td>
<td>545</td>
<td>28%</td>
<td>1,952</td>
<td>40%</td>
</tr>
<tr>
<td>Women</td>
<td>958</td>
<td>33%</td>
<td>1,172</td>
<td>40%</td>
<td>776</td>
<td>27%</td>
<td>2,906</td>
<td>60%</td>
</tr>
<tr>
<td>Total</td>
<td>1,536</td>
<td>32%</td>
<td>2,001</td>
<td>41%</td>
<td>1,321</td>
<td>27%</td>
<td>4,858</td>
<td></td>
</tr>
</tbody>
</table>

Source: Börsch-Supan (2017)

The set of variables used in the package named “Employment – Pension” includes a sub-group of variables reporting on subjective work-related perception of respondents. Each variable denotes a specific aspect of the perception of the workplace by each individual. The first group of variables includes the following variables: satisfaction at work; salary is adequate; opportunity to develop new skills; receive support in difficult situation; stress due to heavy workload; receive recognition for work; poor prospects for job advancement; poor job stability; little freedom to decide; job physically demanding. The second group of variables includes the following variables: seeking early retirement and fear of health limits before regular retirement. The set of statistical tools as logit model were tested in IBM SPSS Statistics and Statistica 12 for significant differences between the respondent groups. Three-dimensional graphs were used to illustrate the most important factors contributing to envisaging early retirement for Czech Republic (Statistica 12, 2017). Table 2 depicts the selection of economically active respondents (N = 816) used in the research.

Table 2: The sample of economically active respondents

<table>
<thead>
<tr>
<th></th>
<th>Freq.</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>396</td>
<td>49%</td>
</tr>
<tr>
<td>No</td>
<td>420</td>
<td>51%</td>
</tr>
<tr>
<td>Total</td>
<td>816</td>
<td>100%</td>
</tr>
</tbody>
</table>

Source: Börsch-Supan (2017)

3. Results

3.1. Analysis based on the binary regression model (logit)

This section presents results explaining the influence of work-related factors on the tendency of late workers to leave the labour market (seeking early retirement). Table 3 shows the summary of the logit model, explaining the dependent variable “Seeking retirement”. The variables have been sorted by the regression coefficient (B). However, the regression coefficients in the logit model are rather difficult to interpret empirically, as mathematically these are the natural logarithms of odds (ratio of probability that the event occurs to non-occurrence of the event). On the other hand, the polarity of the coefficient and the significance of the variable are in line with empirical interpretation and, to a large extent, also with the value of the binary regression coefficient.
Table 3: Logit model, variable "Seeking early retirement" * p < 0.05

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfaction at work</td>
<td>0.69*</td>
<td>0.2</td>
<td>17.1</td>
<td>1</td>
<td>0.00</td>
<td>0.50</td>
</tr>
<tr>
<td>Salary is adequate</td>
<td>0.39*</td>
<td>0.1</td>
<td>8.5</td>
<td>1</td>
<td>0.00</td>
<td>0.68</td>
</tr>
<tr>
<td>Opportunity to develop new skills</td>
<td>0.29*</td>
<td>0.1</td>
<td>5.2</td>
<td>1</td>
<td>0.02</td>
<td>0.75</td>
</tr>
<tr>
<td>Support in difficult situation</td>
<td>0.24*</td>
<td>0.1</td>
<td>2.7</td>
<td>1</td>
<td>0.10</td>
<td>0.79</td>
</tr>
<tr>
<td>Stress due to heavy workload</td>
<td>0.11</td>
<td>0.1</td>
<td>0.9</td>
<td>1</td>
<td>0.35</td>
<td>0.90</td>
</tr>
<tr>
<td>Recognition for work</td>
<td>0.05</td>
<td>0.2</td>
<td>0.1</td>
<td>1</td>
<td>0.72</td>
<td>0.95</td>
</tr>
<tr>
<td>Poor prospects for job advancement</td>
<td>-0.07</td>
<td>0.1</td>
<td>0.4</td>
<td>1</td>
<td>0.55</td>
<td>1.07</td>
</tr>
<tr>
<td>Poor job stability</td>
<td>-0.07</td>
<td>0.1</td>
<td>0.4</td>
<td>1</td>
<td>0.54</td>
<td>1.07</td>
</tr>
<tr>
<td>Little freedom to decide</td>
<td>-0.27*</td>
<td>0.1</td>
<td>6.6</td>
<td>1</td>
<td>0.01</td>
<td>1.30</td>
</tr>
<tr>
<td>Job physically demanding</td>
<td>-0.33*</td>
<td>0.1</td>
<td>12.2</td>
<td>1</td>
<td>0.00</td>
<td>1.40</td>
</tr>
<tr>
<td>Afraid of health limits before regular retirement</td>
<td>-0.72*</td>
<td>0.2</td>
<td>14.4</td>
<td>1</td>
<td>0.00</td>
<td>2.06</td>
</tr>
<tr>
<td>Constant</td>
<td>1.35*</td>
<td>0.8</td>
<td>3.1</td>
<td>1</td>
<td>0.08</td>
<td>3.86</td>
</tr>
</tbody>
</table>

Source: authors’ calculations, based on Börsch-Supan (2017)

By the polarity and correlation coefficients and the statistical significance three groups can be distinguished of independent variables in terms of their influence on the dependent variable “Seeking early retirement”, as follows:

1. Variables generating statistically significant relations with the dependent variable, with positive regression coefficients. These variables motivate the late workers not to seek early retirement and thus extend the working life. For the purpose of our research, we denote these variables as ‘motivational’. According to our computations based on the logit model, the motivational factor includes: satisfaction at work; salary is adequate; opportunity to develop new skills; support in difficult situation.

2. Variables that do not create statistically significant relations with the dependent variable. For the purpose of this research, these variables are called ‘segmentational’; as these create segments of people in relation to their intention to leave the labour market early and do not uniformly influence the whole sample in terms of the working life extension. These variables include: stress due to heavy workload; recognition for work; poor prospects for job advancement; poor job stability.

3. Variables generating statistically significant relations with the dependent variable, with negative coefficients. These variables increase the probability of seeking early departure from the labour life; in other words, these variables counteract with the work-life extension. These variables include: little freedom to decide; job physically demanding; fear of health limits before regular retirement.

3.2. Three-dimensional graphical analysis

Table 3 suggests that the variable “Satisfaction at work” generates the highest positive regression coefficient. Besides, on the empirical basis, we understand that satisfaction at work represents a universal indicator encompassing a complex continuum of possible influencing factors regarding perception of the work. This brings us to the idea to use the variable “Satisfaction” as a reference to be used in combination with the dependent variable “Seeking early retirement” to analyse the mutual relation of other variables denoting specific aspects of work-place perception.

Thus, we receive a simple trichotomic platform of variables suitable for a three-dimensional graphical analysis which helps reveal complex non-linear relations. In the
three-dimensional graph, we will place the dependent variable “Seeking early retirement” on the z-axis (vertical); independent variable “Satisfied at work” on the x-axis (right – horizontal); the third dependent variable will be on the y-axis (left – horizontal).

Graph 1 shows the selected variables for illustrative reasons, one variable for each group. For the “motivational” variable (Graph 1 – left), we see that the increase in the opportunity to develop new skills is accompanied by an increase of satisfaction at work; and the common occurrence of the high level of the two variables is related to the tendency to stay at the labour market (extension of working life).

Recognition for the work is not significant in the logit model. In the three-dimensional graph 1, we see that the segment of low recognition for work is accompanied by the high readiness to stay at the labour market. A very similar effect can observed with the variable “Stress due to heavy work load”. Physically demanding job increases the readiness of the late workers to leave the labour market. However, as we can observe in the graph 1, a high satisfaction with job strongly moderates the tendency to seek early retirement and is accompanied by a high tendency to stay at the labour market, despite the adversity of the work place. The final observation related to all three groups of variables to be made is an important role of the variable Satisfaction at work, which as an encompassing and complex indicator, influences the tendency of late workers to stay at the labour market, thus extending the working life.

4. Discussion and Conclusions

Currently, consumer household spending is increasingly financed by debts. The explanation includes several reasons. First, it is the preference to consume and spend money from the household’s available income and from loans. Secondly, households are motivated by the increase in living standards, and by an increase of the real wage. Thirdly, there were other motivations for the increase of indebtedness such as a shift to owner-occupied housing, effective marketing of financial intermediaries and easy availability of money (Pavlíková, Rozboril, 2014). The primary challenge in choosing an early retirement age is making sure you have enough assets to provide an acceptable level of income for your future. Many people do not realize that, even if you choose an early retirement age, you do not have to receive Social Security benefits early. Contrary to what most people believe,
planning in this way can often get you substantially more lifetime income than taking benefits early. Financial difficulties can be avoided by compensating for a reduction in income by taking measures related to your private pension (third-pillar savings) or by making additional contributions to your pension fund. Early retirement planning makes you rethink what brings you happiness and life satisfaction outside of your career and improves your financial footing.

Respondents of the SHARE questionnaire have been asked to refer to several statements relating to their jobs by saying whether they strongly agree, agree, disagree or strongly disagree with them. While these questions have been asked specifically to address the so-called demand-control model and the effort-reward imbalance model (see Siegrist et al., 2005), the individual questions can provide interesting insights into the nature of jobs of individuals aged 50+ and can be helpful in guiding labour market policy to improve labour market conditions for older workers. The decline in the SHARE of the population of working age that will have to finance the health system can be addressed by measures that enable older people to remain in the labour force.

With respect to the labour market status of the 50+ population, the Czech Republic can also be distinguished by the fact that a great majority of both men and women fall into either the working or retired category. Such distribution would suggest that individuals retire relatively early, and that the transition is a direct one, from work to retirement (Bohacek, Myck, 2008). Employment policy might be seen as one of the core elements of the strategy preparing society for an ageing population. In the Czech Republic, employment policy applies two policy types, passive and active, which use different tools to achieve their goals (Mikušová, Rašticová, 2015).
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Abstract

It is widely accepted that outpatient treatment is cheaper than hospital one. Assuming the possibility of, at least partial, substitution of hospital treatment by some forms of out-patient treatment, health systems with more emphasis on outpatient treatment should be characterised by better effects at the same cost, or lower costs with the same effects. Using a panel econometric models, we examine, whether, beside an obvious relationship between health expenditure and health status, at a given level of expenditure, we can observe an impact of increased share of outpatient spending. We use data covering the years 2004-2012, on expenditure and effects, coming from Eurostat Database, for selected European countries (Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Greece, Spain, Iceland, Latvia, Lithuania, Netherlands, Poland, Portugal, Romania, Slovenia, Slovakia, Sweden, Hungary). Studies confirm, for most variables describing health effects, the existence of a positive relationship between the use of outpatient treatment and health system efficiency.
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1. Introduction

Developed countries spend an increasing part of its GDP on health benefits. It seems that this increase have certain boundaries and health spending may not grow ad infinitum, despite the ageing population and medical progress (Barešová, Horáková & Urbánek, 2018). Thereby more attention should be given to the efficiency of this limited resources.

One of the basic problems is to determine what proportion of the funds should be directed to the ambulatory health care and how much should be spent on the provision of hospital services. Out-patient treatment are not only low-cost, but also more focused on the health prevention. In the design of the study, we assume, that if in a given health care system the greater part of the funds is spent on the provision of out-patient treatment, the better the results you can achieve.

The aim of this study to analyse the relationship between the structure of health care spending and achieved health care outcomes. We pose several research hypotheses: (H1) countries which spend more important part of health care expenditures on ambulatory care achieve better health outcomes; (H2) this effect can be unevenly spread in the population; (H3) economic transition is a key factor which influence life expectancy.

Unquestionably, countries that spend more on health achieve longer life expectancy, even after taking into account the differences between countries (Jaba, Balan & Robu, 2014), (Gallet & Doucouliagos, 2017), (van den Heuvel & Olaroiu, 2017), (Crémieux, Ouellette & Pilon, 1999). On the other hand, countries characterised by better population’s health grow faster economically (Bhargava et al., 2001), (Wang, 2011), (Bloom, Canning & Sevilla, 2004), (Ivanová & Čepel, 2016).

According to the H1 and H2 hypotheses, several studies confirm the negative link between income differences and poor health (Bor, Cohen & Galea, 2017). Low income affect negatively self-rated health, life expectancy or infant mortality. This detrimental impact can be moderated with social transfers – countries where social expenditure is higher show lower health inequalities (Álvarez-Gálvez & Jaime-Castillo, 2018), (Barták & Gavurová, 2015) (Blendinger & Michalski, 2018), (Obrizan & Wehby, 2018). Additionally, it is very important, that the primary care (as a part of ambulatory care) strengthening can reduce this negative impact of income inequality on health (Detollenaere et al., 2018), (Gavurová, Kováč & Šoltés, 2018).

Obrizan and Wehby (2018) also suggest, that increasing health spending should be considered as a major policy objective in countries with low life expectancy in order to improve their population health and longevity. Such action bring positive effect especially in the case of low income quantiles. This suggests that poorer citizens might benefit in another way than richer ones from the different pattern of health care spending distribution, because higher socio-economic status is associated with less emergency room visits and higher affiliation to a family doctor (Ouimet et al., 2015). Additionally, counties characterised by higher inequality have higher potentially preventable admission (López, Loehrer & Chang, 2016), what means, that a sector of ambulatory care is less effective.

Especially, we expect this uneven outcomes distribution between genders. This assumption is based on differences in health care utilization between women and men. First, women have higher rate of health care services utilization, especially in the case of primary care (Manuel, 2017). Women also are more likely than men to use primary care or preventive services (Manuel, 2017), (Pinkhasov i inni, 2010), (Álvarez-Gálvez & Jaime-Castillo, 2018), while men are more likely to use emergency and hospital services
(Manuel, 2017), (Veliu et al., 2018), (Pinkhasov et al., 2010). This higher consumption of health care services do not mean, that women’s need are better met. Several studies shows, that women report higher level of unmet medical needs (Manuel, 2017), (Sociás, Koehoorn & Shoveller, 2016), (Pappa et al., 2013) and their perceived health care state is lower (Calzón Fernández et al., 2017).

The hypothesis H3 assumes that countries which went through economic transition are at more unfavourable situation, comparing to West European countries. Jagger (et al., 2008) emphasise an important gap in life expectancy between eastern and western European countries. Carlson (1998) confirms that economic satisfaction is the most powerful predictor of self-assessed health care condition. This is important while the economic transformation, as well as the economic crisis, has a significant effect on the population health status by factors such as reduced health spending, massive privatisation and unemployment, which additionally lowers the status of families (Anastasiou et al., 2016); (Gerry, 2012); (Michalski, 2016), (Stuckler et al., 2011); (Suhrcke & Stuckler, 2012). Another factor may be the reforms, which aim to improve the efficiency of the health sector and which are often not readable for citizens.

2. Methods and Data

In order to verify research hypotheses we estimate the econometric models, by employing OLS method with dummy variables, where health care outcomes are measured using life expectancies (LE, HLY) and are result of inputs, representing health care expenditure. Choosing outcomes’ indicator we base on the assessment, that life expectancy is a commonly measure of health system efficiency (Obrizan i Wehby, 2018). We employ two life expectancies – life expectancy (LE) and healthy life years (HLY) which measures the number of remaining years that a person of a certain age is supposed to live without disability\(^2\) – this indicator is based on a subjective health state’s self-assessment. We use expectancies separately for men (LEM, HLYM) and women (LEF, HLYF) at the age of 0.

We expect positive relationship between health outcomes and income and health system financing intensity, however modified by another (dummy) variables. Using OLS method we estimate model’s parameters, where health outcomes: life expectancy (LE) or healthy life expectancy (HLE) are result of inputs related to health system current health expenditures, expressed as percentage of gross domestic product (CHE_GDP) and overall income level, measured by GDP per capita (purchasing power standard per inhabitant – GDP_PPP in thousands EUR). We add dummy variables which should represent some other factor influencing health, like country specifics (COUNTRY dummy variables). Based on our previous research we include dummy variable (POST_COMM), having value equal to 1 for ex-communist countries which have undergone economic transformation even after twenty years still have lower health outcomes and health system efficiency, and 0 for another countries.

In table 1 we present descriptive statistic for analysed variables. We can observe, that variables describing the quality of life (healthy life years) have much more diversified values, than the overall life expectancies. Additionally, life expectancies for male’s population are more diversified than for female’s one. We can also conclude, that analysed countries are quite dissimilar in terms of generated GDP, as well as the level of health care spending or the part of health care expenditure which are consumed by outpatient care.

\(^2\) The definition employed by Eurostat (https://ec.europa.eu/health/indicators/healthy_life_years/hly_en)
Table 1: Descriptive statistics for research variables

<table>
<thead>
<tr>
<th></th>
<th>LEF0</th>
<th>LEM0</th>
<th>HLEF</th>
<th>HLEM</th>
<th>GDP_PPS</th>
<th>CHE_GDP</th>
<th>OUT_CHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max</td>
<td>85.70</td>
<td>81.60</td>
<td>73.90</td>
<td>72.80</td>
<td>34.34</td>
<td>11.77</td>
<td>42.88</td>
</tr>
<tr>
<td>Avg.</td>
<td>81.26</td>
<td>74.58</td>
<td>61.25</td>
<td>60.16</td>
<td>22.16</td>
<td>8.29</td>
<td>26.98</td>
</tr>
<tr>
<td>Min</td>
<td>75.70</td>
<td>64.50</td>
<td>52.00</td>
<td>48.30</td>
<td>7.82</td>
<td>4.97</td>
<td>8.36</td>
</tr>
<tr>
<td>S.dev.</td>
<td>2.48</td>
<td>4.12</td>
<td>4.44</td>
<td>4.99</td>
<td>6.8</td>
<td>1.78</td>
<td>7.33</td>
</tr>
<tr>
<td>No. obs.</td>
<td>191</td>
<td>191</td>
<td>183</td>
<td>183</td>
<td>184</td>
<td>176</td>
<td>146</td>
</tr>
</tbody>
</table>

Source: own elaboration based on Eurostat Database

To test our H1 hypothesis (H1) we include additional input variable: percentual share of current health expenditures (OUT_CHE) which is a sum of three basic EUROSTAT current health expenditures indicators:

1. services of curative home and rehabilitative home care,
2. out-patient curative and rehabilitative care,
3. day cases of curative and rehabilitative care, measured by percentual share of CHE.

If our research assumption is true, we should observe the positive, and statistically significant, value of coefficient for OUT_CHE variable ($\alpha_3$):

$$LE = \alpha_0 + \alpha_1 * GDP_{PPS} + \alpha_2 * CHE_{GDP} + \alpha_3 * POST_{COMM} + \alpha_3 * OUT_{CHE} + \sum_{j=1}^{24} \alpha_{4,j} * Country_i + \varepsilon$$  \hspace{1cm} (1)

The second hypothesis (H2) is verified by separate models, where the dependent variables are: population’s health status, expressed by LE for a newborn, and the health status for, separately, men’s and women’s subpopulations.

Data are obtained from EUROSTAT database, covering the years 2004–2012. We analyse data for 24 European countries (Belgium, Bulgaria, Czech Republic, Denmark, Germany, Estonia, Greece, Spain, France, Croatia, Cyprus, Latvia, Lithuania, Hungary, Netherlands, Austria, Poland, Portugal, Romania, Slovenia, Slovakia, Finland, Sweden, Iceland).

3. Results

First, we find, that for most health outcomes we can observe, as expected, the positive relationship between gross domestic product (GDP) and the level of health care spending (CHE_GDP) and life expectancies (LEF and LEM). This relationship is highly statistically significant, but it appears only in the case of effects measured LE, which do not include health care’s self-assessment (comp.: Tkacova, Gavurova, & Behun, 2017). It is interesting, that there are no statistically significant relationship between the level of spending on health and the healthy life years indicator. It might suggest that the further increase of health care spending, although bring some effects in the form of extending lifespan, but do not improve its quality – do not affect the expected life expectancy in good health (table 2).

However very interesting is the relationship between life expectancy (or life expectancies in good health) and the structure of health care expenditure. We find, that in the case of women’s population there is a positive, and statistically significant, relationship between the part of health care spending with is consumed by the out-of-patient (ambulatory) benefits and life expectancies – including the healthy life years. We can conclude that higher percentage of this kind of health care spending stimulate longer, better quality
life. We can see that for men’s population this relationship is weaker – expressed by lower values of coefficients and lower values of p-value (table 2). Generally, obtained results are consistent with observations of Obrizan i Wehby (2018), who find that increasing health spending should be considered as a major policy objective in countries with low life expectancy in order to improve their population health and longevity.

This results are consistent which findings presented in the literature review. The differences between the population of men and women may be due to a different pattern of use of health care services (men less intensively benefit primary health care’s services, as a result, more frequently use emergency rooms). The state of women’s health is increasingly dependent on the availability of outpatient care and this relationship is statistically more significant – women’s population, although consume health care services more intensively, is much more at risk of unmet medical needs (Manuel, 2017), (Sociás, Koehoorn i Shoveller, 2016), (Michalski, 2016b), (Pappa, Kontodimopoulos, Papadopoulos, Tountas i Niakas, 2013).

Table 2: Models parameters

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>LEF0</th>
<th>LEM0</th>
<th>HLYF0</th>
<th>HLYM0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>76.44***</td>
<td>57.85***</td>
<td>66.14***</td>
<td>44.41***</td>
</tr>
<tr>
<td>GDP_PPS</td>
<td>0.1912***</td>
<td>0.2208***</td>
<td>0.1089</td>
<td>−0.1551</td>
</tr>
<tr>
<td>CHE_GDP</td>
<td>0.6608***</td>
<td>0.9266***</td>
<td>−0.6098</td>
<td>−0.1549</td>
</tr>
<tr>
<td>POST_COMM</td>
<td>−0.4786*</td>
<td>−2.1915***</td>
<td>−5.6078***</td>
<td>−6.0939***</td>
</tr>
<tr>
<td>OUT_CHE</td>
<td>0.0598*</td>
<td>0.0584</td>
<td>0.3021***</td>
<td>0.2740*</td>
</tr>
</tbody>
</table>

*** p-value<0.1%, ** p-value <1%, * p-value<0.1%

Source: Own study

Country dummies are significant for ca. 80% cases. Our models, although very simple, have generally high prognostic values – R-squared is over 80% for all models. We observe a very strong relationship between economic transition and health outcomes. As we theorise, the efficiency is higher in countries which spend more money on day-cases and ambulatory care. In all cases coefficient for OUT_CHE was greater than 0 and in most models statistically significant.

We find that there is a significant negative difference in life expectancy for post-communist countries compared to Western Europe. This effect is especially high for men and in healthy life expectancy, where post-transition citizens have LE lower by several years. This effect can be measured even after we included income related variables proving our H3 hypothesis. We assume that is effect of lower efficiency of health resources utilisation and high inertia in health system leading i.e. to slow changes in hospital bed structure.

4. Discussion and Conclusions

Our models show, that at a given level of resources spent on health care and the given level of income (GDP) we can observe the positive effect associated with spending a greater part of funds on out-of-patient services. Hence, countries which lead away from a typical model of hospital treatment can achieve better results.

We can even dare to formulate a far-reaching conclusion, that health spending in analysed countries are not fully effective – it is true, that growing spending allows to extend
life expectancies, but do not improve life expectancies in good health (that is, do not improve life’s quality). Some change in the pattern of expenditure, without changing their level, can contribute to improving the subjective health status.

We plan to repeat this research, using the long series and examining additional variables – the expected further life expectancy for other age groups (e.g., LE60). Another option which can enrich our findings is to include into analysis income groups or other sub-populations with potential poor access to health care benefits.
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Abstract

The article concerns the issue of methods of measuring the level of sustainable development in order to monitor progress of EU member states in this area. The attributes of Gross Domestic Product are presented as a universal and most popular measure of economic development. The aim of this article are presentation of significant faults of GDP per capita index, on the basis of a data analysis for member states which does not include social differences in relation to the achieved income level. As a result of the research the Gini coefficient index are shown as a tool, which points at disparities in incomes of the studied countries. It is proved that EU member states are characterized by one of the lowest levels of disparities in societies incomes in comparison to other countries around the world. As a result of analyses, alternative concepts of indicators are presented too, which could be used to assess progress in realizing the sustainable development strategy as an alternative for GDP, such as: Human Development Index, Ecological Footprint, Happy Planet Index and Environmental Performance Index.
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1. Introduction

Sustainable development is a multi-dimensional concept, which requires constructing adequate measuring methods in three perspectives simultaneously: economic, social and environmental ones. These three dimensions are mutually interacting, which often poses a problem in a discussion which dimension is more important and in which direction strategic actions should go.

The European Union defines more than 100 indicators of sustainable development in order to monitor implementing the principles of sustainable development in member states. Growth rate of actual GDP per capita is defined as the main development indicator in the socio-economic development area. The aim of the article is analysing essential arguments in favour of applying the indicator, but at the same time its significant faults are
presented, which results in alternative methods based on synthetic indicators presented in the article.

2. Methodology and Data

The fundamental issue concerning the methodology of measuring the sustainable development level of countries in the economic perspective comes from the following basic definition:

Generally, sustainable development concerns achieving balance in three main dimensions at once, i.e., in the economic dimension signifying the pursuit of sustainable economic development; in the social dimension signifying the protection of public health and social integration; and in the environmental dimension placing a significant emphasis on environmental protection and natural resources in a way as not to endanger the capabilities to meet the needs of future generations (WECD, 1987), (Bluszcz A. 2016).

Economic performance of a country is generally being measured through GDP (Gross Domestic Product), a variable that has also become the de facto universal metric for ‘standards of living’. However, GDP does not properly account for social and environmental costs and benefits. It is also difficult to achieve sustainable decision-making aiming at sustainable progress and well-being if welfare is being considered from a purely financial point of view (WP, 2010); (Manowska A. et. Al. 2017). As a research method, case studies and literature studies were used.

3. Advantages and limitations of Gross Domestic Product

Despite this fact, GDP (Gross Domestic Product) currently serves as an indicator of economic development in the economic perspective as the most popular and easiest one to use and measure. Data used for calculations are relatively easy to measure as they express the total value of goods produced and services provided in a country during one year and hence its popularity and universalism in use.

Figure 1 shows member states arranged according to the decreasing GDP level in 2014 together with GDP level in 2006.
Figure 1 shows GDP index for the EU countries in 2006 and 2014. Countries with the highest GDP per capita include Luxembourg, Norway, Switzerland, Denmark, Sweden, Ireland, Iceland, where GDP reaches the level above 40 000 Euro/capita per year. Countries with the level almost four times lower include Bulgaria, Romania, Croatia, Hungary, Poland, Latvia, Lithuania, Slovakia and so on. Taking into account the trends analysis during the studied 8 years it is worth noticing that the highest increase in the GDP/capita level was in 2014 in relation to 2006 in such countries as: Lithuania (by 68%), Slovakia (by 65%), Bulgaria (by 64%), Romania (by 63%), Estonia (by 52%), Latvia (by 51%), Poland (by 49%) Malta (by 42%). The changes should be regarded as positive ones because undoubtedly the fact that those countries joined the EU enabled their dynamic economic development following the example of highly developed member states. While studying the GDP/capita level we should analyse and publish information on the actual distribution of the income per every inhabitant as the average measure per inhabitant may have a significant level of range, e.g. above 40000 Euro/per capita may mean a substantial proportion of society benefitting from a more than average level and the remaining society proportion benefitting from a significantly lower level. This means that information on statistical dispersion of the level in each country should be published along the level of GDP/capita index, which is done by Gini coefficient. In the general sense of social justice the smaller the social stratification in relation to income, the better. The measure of stratification is Gini coefficient (sometimes expressed as a Gini ratio or a normalized Gini index) which is a measure of statistical dispersion intended to represent the income or wealth distribution of a nation’s residents, and is the most commonly used measure of inequality. On the basis of the data presented on the Eurostat website in 2015 the highest level of Gini coefficient index above 35 in the EU was achieved by Lithuania, Romania, Bulgaria, Latvia, which means a significant level of social stratification. A high level between 30 and 35 was recorded for Estonia, Spain, Greece, Portugal, Cyprus Italy, UK, Poland, Croatia,
Germany. The medium level between 25 and 30 was recorded for Ireland, Switzerland, France, Luxembourg, Hungary, Malta, Denmark, Austria, Netherlands, Belgium, Finland, Sweden. The lowest level of income stratification according to Gini coefficient was recorded for Slovenia, Norway, Slovakia, Iceland. In 9 member states the level of the coefficient increased significantly to the level above 5% from the base year 2007 to 2015 in such countries, among others, as: Cyprus increase by 13%, Lithuania 12%, Hungary and France 10%, Denmark 9%, Sweden 8%. Other countries remained at almost the same Gini coefficient level or there was a drop tendency, which should be interpreted as a positive trend, thanks to which the level of social stratification is decreasing. The lowest level of the coefficient was recorded for Iceland 23.6. Gini coefficient calculated as a ratio of the standard deviation to the arithmetic mean for 2015 for the EU countries was 14%, which means a moderate variation level in the income stratification of the EU societies. In the world ranking of the level of social stratification the highest positions are taken by African countries, where the level of Gini coefficient is above 60, whereas twofold lower levels below 30 in the ranking are taken mostly by the EU countries (WF, 2017).

While studying the problem how to describe social wealth increase and how to measure it in the best possible way, many economists underline the fact that in highly developed countries, which include EU states, the constant increase of GDP/capita does not contribute to the increase of life satisfaction among society as much as it could have been a decade or two before (Frajman Ivković, 2016), (Bergheim and Schneider, 2006).

GDP is not a proper measure of economic development because:

- it includes only economic activity, whose increase may reduce human wealth as well as negatively influence the natural environment,
- it does not include all resources (especially household resources),
- it does not include important areas in human life, such as: health, education, work conditions, leisure time use, equality or social relations,
- it ignores essential factors of sustainable development (e.g. environment protection, human and social capital).

Hence, in literature there is an increase in popularity of a change in the attitude towards measuring life satisfaction and assessing social welfare by including into the assessment not only the universal, easy to measure value of GDP/capita, which defines the economic status of an individual, but also aspects concerning health state, healthcare level and the amount of leisure time. (Schepelmann et al., 2010), (Mcneil, 1999)

That is where initiatives of alternative measurement in the European Union come from, such as “The Beyond GDP initiative”, which is about developing indicators that are as clear and appealing as GDP, but more inclusive of environmental and social aspects of progress (European Commission, 2017).

4. Results – Indicators “replacing” GDP

Due to the identified faults of GDP index a search for alternative measures of economic development began, which include among others Human Development Index (HDI), Ecological Footprint (EF), Happy Planet Index (HPI), Environmental Performance Index (EPI).

Human Development Index (HDI) is an indicator created by the United Nations Organisation in order to measure the development of individual countries. The indicator
level is in the range of \( (0,1) \). The calculations started in 1990 and are published annually in the form of country rankings. More in (Bluszcz, 2017), (Bluszcz and Kijewska, 2016, 2017), (Bočková, 2014)

The Human Development Index (HDI) is a composite index measuring average achievements of a country in three basic dimensions of human development (Goossens, 2007):

- a long and healthy life, measured by life expectancy at birth;
- knowledge, measured by the adult literacy rate (with 2/3 weight) and the combined
- primary, secondary and tertiary gross enrolment ratio (with 1/3 weight); and
- living standard, measured by GDP per capita and adjusted for the local cost of living (PPP US$).

Performance in each dimension is expressed as a value between 0 and 1 by applying the following general formula:

\[
\text{Dimension index} = \frac{\text{actual value} - \min \text{ target value}}{\max \text{ target value} - \min \text{ target value}}
\]

Theoretically, the maximum of such a measure equals one in a country if three conditions are met simultaneously:

- full school enrolment and complete lack of illiteracy,
- average life expectancy in a given country would reach the record level recorded in the series of studied years between 1980–2016,
- GDP per capita would reach the highest level for the studied years between 1980–2016.

Calculation of HDI index is a resultant of these three indicators as a geometric mean (i.e. as the cube root of their product) and not as their arithmetic mean. In addition, the indicator calculated in such a way is adjusted with regard to the inequality in income distribution, which results in IHDI (Inequality – Adjusted Human Development Index). In the case of the ideal equality both indices, HDI and IHDI, would be equal. In reality the higher the income inequality, the bigger the divergence between both indices. 26 EU member states are classified in HDI ranking in the group of 47 most developed countries – very high human development with HDI index from the highest level for Norway 0.955 to the level of 0.805 for Croatia in 2012 among 186 countries classified in HDI ranking. After taking into account the income inequality according to IHDI index, the level of IHDI index is lower than HDI in all the studied countries, but in general for the group of EU countries the decrease of the IHDI level does not on average exceed 10%. However, in the general world ranking for the 186 studied countries the disparities are significant, with the highest ones occurring in the group of low human development, where in all 40 countries the disparities between the levels of HDI and IHDI range between 27% and 43%. For instance, in this group Congo reaches the highest level of HDI at 0.534, but IHDI is only at 0.368 with 31.1% correction with reference to income inequality. The lowest HDI level occurs in the Central African Republic at 0.352, but after taking into account income inequality it drops by 40.5% to the level of 0.209. As the examples show, HDI and adjusted IHDI indices may become an alternative for so popular GDP index as they take into account income
disproportions in the societies of studied countries as well as health and education aspects, which are priorities in assessing the life quality and development level of a country.

Ecological Footprint (EF) and Happy Planet Index (HPI)

The Ecological Footprint (EF) is a resource accounting tool which measures the extent to which the ecological demand of human economies stays within or exceeds the capacity of the biosphere to supply goods and services. The EF measures how much land area is required to sustain a given population at present levels of consumption, technological development and resource efficiency. The main components of the EF are land used for crops, animal products, fisheries, forest products, built up land and the land needed to absorb and sequester CO$_2$ emissions from fossil fuels. The EF measures the final consumption attributable to the residents of a country/region, whether or not the impacts of that consumption occur inside or outside the boundaries of that country/area. The Footprint of a country should be understood as a measure of its consumption and its worldwide environmental impact. For this reason, a country’s EF can be significantly larger than its actual biocapacity. According to the report from WWF, global EF has more than tripled between 1961 and 2003. The concept of EF is useful for developing and assessing future scenarios related to different policy options. It provides a tool for evaluating success or failure of policies and gearing them into a more sustainable direction (8).

Ecological Footprint identifies six categories of areas measured literally with the unit areas (so-called global hectares), i.e.: agricultural and farm use of the land, forests, fishing areas, urban areas and green areas absorbing carbon dioxide. The ecological footprint shows, above all, to what extent the areas with high industrialisation rely on natural resources located in other parts of the world. For each area we calculate the rate, expressed in area units, in global hectares per person (gha/p). On the basis of the data presented on the Global Footprint Network we can see that only four countries from the 26 surveyed member states have got the ecological reserve, that is use less resources than their biological ability. These are: Finland (has got reserve of 6.3 gha/person), Sweden (has got reserve of 3.9 gha/person), Latvia (has got reserve of 1.4 gha/person) and Estonia (has got reserve of 1.1 gha/person). Countries in EU with the highest ecological deficit are: Belgium (6.7 gha/person); Netherlands (5.2 gha/person); Spain, Italy and Greece with the deficit at the same level of 3.8 gha/person, Great Britain (3.6 gha/person), Denmark (3.4 gha/person), Germany and Portugal (3.2 gha/person). More information in (Bluszcz, 2017).

Another indicator of economic development is HPI – Happy Planet Index, introduced in 2006 by New Economics Foundation. The index determines the level of human happiness on our planet irrespectively of people’s wealth. HPI includes such components as: life expectancy, life satisfaction and the so-called ecological footprint measured by an extent to which natural resources are consumed and by nature’s capacity to regenerate itself. The exact function of HPI comes down to multiplying life satisfaction by life expectancy and dividing by ecological footprint EF. HPI advantages are as follows: it is easy to calculate, it constitutes a combination of soft and hard features – it takes into account life satisfaction and natural resources consumption in individual countries. The disadvantage of the index is the fact that such features as happiness and life satisfaction are subjective and personal. In the HPI level ranking the countries at the highest positions in the world are: Costa Rica, the Dominican Republic, Jamaica and Guatemala. Poland takes the 77th position among 143 studied countries. That means that the happiest countries are those in Latin and South America as well as Southeast Asia, and the least happy are those in Africa, Northern America and countries from the central and eastern Europe – Russia, Ukraine and Belarus.
Environmental Performance Index (EPI)

The Environmental Performance Index measuring the ecological level of countries was devised at the American Universities of Columbia and Yale. The synthetic index was normalized within the scale of (0;100). The first analysis took place in 2006 and comprised 146 countries. The Environmental Performance Index (EPI) is constructed through the calculation and aggregation of 20 indicators reflecting national-level environmental data. These indicators are combined into nine issue categories containing partial indices, such as health impacts (child mortality), air quality (household air quality, air pollution), water and sanitation (access to drinking water and sanitation), water resources (wastewater treatment), agriculture (agricultural subsidies, pesticide regulation), forests (change in forest cover), fisheries (coastal shelf fishing pressure), biodiversity and habitat (natural biome protection, global biome protection, marine protected areas, critical habitat protection), climate and energy (trend in CO$_2$ emissions, change of trend in carbon intensity, trend in carbon intensity).

Among 174 countries evaluated according to EPI index in the ranking from 2014 the highest positions among EU member states were taken by Luxembourg (83.29), the Czech Republic (81.47) and Germany (80.47). The average increase of the index level by minimum 2% was recorded in all member states, whereas the highest increase by more than 15% was recorded in Slovenia and Estonia to the levels of 76.43 and 74.66 respectively (Bluszcz, 2016).

5. Discussion and Conclusions

The fast pace of changes in the contemporary world causes a situation where traditional methods of measuring global economic development are insufficient.

In addition, it should be noted that the measurement of the level of sustainable development should be adequate at the organizational level, which follows the reporting of social responsibility (Kowal and Kustra, 2016) (Hąbek and Wolniak, 2016), (Hąbek, 2014) (Kustra and Sierpińska, 2008). The macro-environment is the set of conditions resulting from the socio-economic system which influence the operation of the enterprise on the domestic and international market (Sierpińska and Bąk, 2012). The selected methods of measuring sustainable development presented in the article are an alternative to GDP but they do not exhaust the multidimensional problem of adequate and optimum measurement methods. On the whole, we can state that applying the discussed indices to determine economic development provides inconclusive results. The main reason for such a state is that various measurable and subjective characteristics are taken into account while estimating those indices.

In order to raise the level of economic development individual countries should create conditions for their citizens to increase wealth, improve healthcare, improve the range and quality of educational services, look after citizens’ safety, improve the state of environment protection, care for preservation of cultural heritage, create active civil attitude in society as well as abide by democratic principles. Economic development includes both quantity and quality changes. That is why there are suggestions that in studies on economic development the analyses scope shall be broadened with demographic processes, ecology, innovations, scientific and technological development as well as social and cultural processes.
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Abstract

The article analyzes the development patterns of the organizational structure of educational organizations in the Czech Republic. Previous studies on the organizational structure of commercial entities have confirmed the hypothesis of the repeated pattern of such changes and revealed a number of determining factors. The current study examines the development patterns of private educational entities using cluster analysis to generate groups of similar development levels, as well as analyze the impact of various indicators on the structure of private educational organizations using the goal tree. The authors put forward the hypothesis of the two basic types of organizational structures – sequential and parallel, which dialectically replace each other, qualitatively changing in the process of growth, while retaining defining properties at each new level of development. The educational organizations have a relatively stable organizational structure, making them an ideal research object. In this context, educational organizations of similar size (by the number of employees and the volume of income) and form of ownership can form groups with similar (sequential or parallel) organizational structures.

The research methodology includes the statistical methods of cluster analysis and goal tree construction. The calculations are carried out in IBM SPSS Statistics based on the Albertina Gold Edition of Bisnode Česká republika database. The cluster analysis resulted in identification of seven clusters. Addition study on the average values of the variables in the given clusters and the assessment of the goal tree for an independent variable of the
“type of educational services provided” the organizations studied are further grouped into five groups.

In general, the results of the cluster analysis have confirmed the hypothesis on the alternation of sequential and parallel organizational structures in the development process of educational organizations. Assessment of the goal tree generated for an independent variable of the “type of educational services provided” showed its dependence on the size and age of educational organizations and confirmed the attribution of the seven clusters into five groups. At the same time, a more detailed study is required, including an in-depth analysis of the organizational structure of individual organizations. Nevertheless, the obtained results suggest that the general scheme of the evolution of educational institutions can be presented as universal, since the underlying approaches are applicable for analysis of the sector of educational services in any country with a market economy or a particular region, given the consideration of place-specific features.

Keywords: organizational structure, organizational development, statistical research methods, cluster analysis, goal tree

JEL Code: D86, I25, L2

1. Introduction

The results of previously conducted studies on the development patterns of organizational structures were based on the empirics of the educational institutions (Bobkov et al., 2017a) and the retail companies (Bobkov et al., 2017b) of the Czech Republic. The findings suggest that the development of the corporate sector of the economy occurs by moving from sequential organizational structures to parallel and then again to sequential ones. Confirmation of the hypothesis that different types of organizational structures are reduced to two basic types, replacing each other at a new dialectical level of development, and the definition of a set of their quantitative characteristics may enable to achieve optimal managerial decisions, providing a choice of a limited rather than infinite number of development options.

Thompson, Zalds, and Scott (2003) note that the organizational structure is determined by the underlying technology and that there are only three types of structures. The first is ‘unified interdependence’, in which the individual elements of the organization are not related to each other, but each contributes to the whole. Visually, such elements can be represented in the form of a parallel scheme. Another type of structure is ‘sequential interdependence’, where the input of one element is the output of the previous one. The schema in this case will look like a sequence of elements. The third type of structure is the ‘mutual interdependence’ of all elements. According to O'Shaughnessy (2013), organizations with a structure of this type necessarily include the first two.

A critical review of recent studies focusing on the organizational structures of commercial organizations makes it possible to distinguish two main approaches (Bobkov et al., 2017b, p. 32–34). The first approach is to identify changes in the organizational structures that occur in the process of ongoing operations. This approach is considered by Coleman (1990), Daft (2013), Gurkov (2008), Khlebnikov (2002), Mironenko and Terekhanov (2004). The two main types of administrative structures are often distinguished – mechanistic and organic (Daft, 2013), which are based on the concept of vertical and horizontal organizational structures. At the same time, a number of researchers (Gurkov, 2008; Khlebnikov, 2002; Mironenko and Terekhanov, 2004) consider the development of the
organization as a sequential transition from linear and linear-functional structures to divisional, and then to matrix ones.

The second approach involves a statistical analysis of the quantitative parameters of the organizations’ activities and the interpretation of the results obtained. This approach is considered by Hanks et al. (1993) and Shirokova (2008). These researchers employ a cluster analysis of organizations on certain quantitative indicators.

Our previous studies in retail and education sectors (Bobkov et al., 2017a, 2017b) are carried out using the second approach. In general, the results of the research conducted have confirmed the hypothesis of alternation of two basic types of organizational structures: sequential (vertical) and parallel (horizontal). The studies are carried out on the basis of the Albertina Gold Edition of Bisnode Česká republika a.s.

The results of both studies have confirmed the hypothesis put forward. The results on retail enterprises unequivocally confirm the hypothesis, while the results on educational institutions have posed a number of questions. First of all, it concerned both the sample size of educational organization and the significant impact of the types of educational services provided on the effectiveness of the activities of educational entities and their structure.

2. Multivariate analysis methods for studying organizational structure of educational organizations

In order to confirm the hypothesis on the alternation of the two basic types of organizational structures, sequential (vertical) and parallel (horizontal), the authors propose a theoretical model for the development levels of educational organizations (Table 1). The hypothesis implies that the development of educational entities should occur through a gradual transition to the next level of development. Unfortunately, the features of the Albertina Gold Edition of Bisnode Česká republika a.s. do not allow researching the sample from the whole set of educational institutions, but only private ones. This is due to the lack of financial and economic indicators for state and municipal educational organizations in the database.

<table>
<thead>
<tr>
<th>Development level</th>
<th>Type of organizational entity</th>
<th>Type of organizational structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>individual rendering of educational services (private tutor)</td>
<td>sequential</td>
</tr>
<tr>
<td>2</td>
<td>educational center in the field of vocational training</td>
<td>parallel</td>
</tr>
<tr>
<td>3</td>
<td>school / educational center that carries out interdisciplinary or multilevel training</td>
<td>sequential</td>
</tr>
<tr>
<td>4</td>
<td>a network of educational centers engaged in interdisciplinary or multilevel education</td>
<td>parallel</td>
</tr>
<tr>
<td>5</td>
<td>higher education institution (institute, university) / large educational center</td>
<td>sequential</td>
</tr>
<tr>
<td>6</td>
<td>organizations of higher education (institutes, universities) with a branch network</td>
<td>parallel</td>
</tr>
</tbody>
</table>
In addition, it is difficult to ensure accurate allocation of first-level institutions (individual rendering of educational services, private tutor) in the database that is used, which, according to the authors, may be due to the lack of legal status of a significant number of persons providing educational services (i.e., not all individuals, engaged in the provision of educational services, are registered as individual entrepreneurs).

Thus, a total of 588 private educational institutions were initially selected based on their business results for the 2015 calendar year (from 01.01.2015 to 31.12.2015). The choice of the year is conditioned by the completeness of the information available. According to the results of primary processing, 211 educational institutions were excluded due to the lack of indicators necessary for the analysis. Thus, the analysis was conducted for 377 organizations. Financial indicators were calculated in the original currency – Czech korunas (CZK).

Hypothesis confirmation is undertaken in two stages. The first stage implies classification of selected educational organizations by means of cluster analysis. At the second stage, the results of the distribution of educational organizations on clusters are clarified using the goal tree method.

First stage. When conducting a cluster analysis, the following variables were selected, characterizing the activities of a particular organization:

- X1 – the age of an institution (full number of years);
- X2 – the average number of employees (people);
- X3 – the number of places for educational activities;
- X4 – the value of total assets (thousand CZK);
- X5 – the amount of depreciation deductions (thousand CZK);
- X6 – the labor productivity by added value (thousand CZK / person);
- X7 – the average number of employees in one place of educational activity (people);
- X8 – the amount of revenue attributable to one place of educational activity (thousand CZK).

Cluster analysis was carried out by the Word method. Due to different units of measurement, the preliminary data standardization was carried out in the studied indicators. Institutions with missing data were excluded from the analysis, as well as institutions with abnormally high values of added value and total assets against the background of other institutions.

The hypothesis on the equality of dispersions inside and between clusters is rejected for all variables at 6 and 370 degrees of freedom. The value of the probability of error when assuming the hypothesis of dispersion inequality is extremely low, not more than 0.001 (the F-criterion is significant for all variables at a level of not less than 0.001). This suggests that the hypothesis on the inequality of variances is accepted and, accordingly, the clusters are formed correctly.

Stage two. In order to verify the distribution results of private educational organizations on clusters, an assessment is made of the impact of the types of educational services provided on the efficiency of private educational organizations and their structure using the goal tree method (Bell and Brayman, 2012; Zamkov et al., 1999; Mitleton-Kelly et al., 2018).

The target variable used is the "type of educational services provided" (in accordance with the NACE code), the predictors are: “average number of employees (interval scale)” (see Table 2), people; “age of an institution”, years; “number of places for educational activities”; “value of total assets”, thousand CZK; “amount of revenue attributable to one place of educational activity”, thousand CZK. After the analysis made, the CHAID method
is used to choose an appropriate model. Among all possible options for building decision trees the most accurate description option for the available data us used. The “average number of employees” and “age of an institution” are recognized as the best predictor variables for the target variable “type of educational services provided”.

Table 2: Intervals for the distribution of the average number of employees per educational organization, people

<table>
<thead>
<tr>
<th>Average number of employee, people</th>
<th>Interval</th>
<th>Number of organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>number</td>
</tr>
<tr>
<td>1–5</td>
<td>1</td>
<td>234</td>
</tr>
<tr>
<td>6–9</td>
<td>2</td>
<td>49</td>
</tr>
<tr>
<td>10–19</td>
<td>3</td>
<td>47</td>
</tr>
<tr>
<td>20–24</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>25–49</td>
<td>5</td>
<td>31</td>
</tr>
<tr>
<td>50–99</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>100–199</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>200 and above</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>377</td>
</tr>
</tbody>
</table>

3. Research results on the educational organizations of the Czech Republic and their development patterns

The cluster analysis resulted in the breakdown of 377 private educational institutions into 6 clusters. The distribution of the analyzed educational institutions by clusters and the mean values of the variables are presented in Table 3.

Table 3: Average values of variables in clusters, sorted by the indicator value of total assets (X4)

<table>
<thead>
<tr>
<th>Cluster</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
<th>X5</th>
<th>X6</th>
<th>X7</th>
<th>X8</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 N=75</td>
<td>3.4</td>
<td>2.1</td>
<td>1.2</td>
<td>1 188</td>
<td>104</td>
<td>782</td>
<td>1.9</td>
<td>2 744</td>
</tr>
<tr>
<td>6 N=37</td>
<td>8.7</td>
<td>1.0</td>
<td>1.9</td>
<td>4 067</td>
<td>318</td>
<td>3 048</td>
<td>0.7</td>
<td>4 789</td>
</tr>
<tr>
<td>2 N=104</td>
<td>8.7</td>
<td>6.5</td>
<td>1.2</td>
<td>7 018</td>
<td>295</td>
<td>609</td>
<td>5.7</td>
<td>9 083</td>
</tr>
<tr>
<td>5 N=28</td>
<td>16.5</td>
<td>1.3</td>
<td>1.3</td>
<td>7 454</td>
<td>254</td>
<td>2 662</td>
<td>1.2</td>
<td>8 077</td>
</tr>
<tr>
<td>4 N=127</td>
<td>18.7</td>
<td>13.1</td>
<td>1.3</td>
<td>7 472</td>
<td>333</td>
<td>3 82</td>
<td>11.7</td>
<td>9 015</td>
</tr>
<tr>
<td>3 N=3</td>
<td>13.7</td>
<td>126.7</td>
<td>8.3</td>
<td>37 851</td>
<td>589</td>
<td>281</td>
<td>22.0</td>
<td>11 435</td>
</tr>
<tr>
<td>1 N=3</td>
<td>5.7</td>
<td>139.7</td>
<td>1.0</td>
<td>540</td>
<td>701</td>
<td>19 946</td>
<td>736</td>
<td>139.7</td>
</tr>
</tbody>
</table>
Analyzing the obtained results of cluster analysis (Table 3), it becomes evident that the values of the indicator $X_3$ – the number of places for educational activities, have a sequential pattern. For the entities within cluster 7, the value of this indicator is slightly larger than 1. For entities within cluster 6, the value of $X_3$ increases almost to 2. Then, for entities belonging to clusters 2, 4 and 5, the indicator value is stabilized within 1.2–1.3. For entities within cluster 3, the value of $X_3$ sharply increases to 8.3. Finally, for entities within cluster 1, the indicator value decreases again (to 1).

At the same time, the results obtained require further investigation from the standpoint of hypothesis verification. First of all, this concerns educational institutions that are members of clusters 2, 4 and 5. With comparable values of $X_3$ indicators (the number of places for educational activities) and $X_4$ (the value of total assets), the educational institutions that make up these clusters differ significantly in the average number of employees ($X_2$) and the amount of revenue attributable to one place of educational activity ($X_8$).

Proceeding from this, the authors put forward a hypothesis that significant differences in the effectiveness of the activities of educational organizations of comparable sizes (nearly no difference on the average values of the indicator $X_4$ – the value of total assets) can be related both to the specifics of personnel records in organizations (in small organizations part of the employees can be recruited on a contract part-time basis without including them in staff records and, accordingly, not considering them when calculating the indicator $X_2$ – the average number of employees) and the type of educational services provided. Since it is not possible to correctly assess the impact of the specifics of personnel records in private educational organizations using the data available, the authors assessed the impact of the types of educational services provided on the effectiveness of private educational organizations and their structure by constructing a goal tree.

The results of goal tree construction are shown in Fig. 1. The constructed goal tree consists of three levels and contains 4 terminal nodes. The root node includes 377 observations, distributed according to the main type of educational services provided as follows (Table 4).

### Table 4: Distribution of the studied educational institutions by type of educational services provided (in accordance with the NACE code)

<table>
<thead>
<tr>
<th>№</th>
<th>Type of educational services provided</th>
<th>Number of organizations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>other educational services</td>
<td>number</td>
</tr>
<tr>
<td>2</td>
<td>centers of secondary apprenticeship</td>
<td>161</td>
</tr>
<tr>
<td>3</td>
<td>secondary vocational schools</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>advanced training</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>elementary education</td>
<td>41</td>
</tr>
<tr>
<td>6</td>
<td>driving schools</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>higher education</td>
<td>55</td>
</tr>
<tr>
<td>8</td>
<td>general secondary education</td>
<td>18</td>
</tr>
<tr>
<td>9</td>
<td>schools of foreign languages</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>preschool education</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>secondary vocational training</td>
<td>31</td>
</tr>
<tr>
<td>12</td>
<td>other service educational services</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>consulting on business and management matters</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>upbringing</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>377</td>
</tr>
<tr>
<td></td>
<td>Share, %</td>
<td>100.0</td>
</tr>
</tbody>
</table>
The analysis of the results suggests on the applicability of the model chosen. The cross-check procedure enables the use of classification tree on a larger population, and shows that the models are stable and are quite common for all data sets: the risk values for the model without verification and with verification are similar (no change detected). The prediction matrix containing the percentage of correctly predicted values allows to conclude that the constructed model (classification tree) is stable, with an acceptable accuracy, which allows us to use the constructed classification trees for other data sets.

The risk assessment is 0.216 (standard error 0.026). A fairly high percentage of educational organizations that are classified correctly are indicative of the acceptable quality of the model. Thus, 78.4% of organizations are correctly assigned to one of the allocated groups according to the constructed model.

As can be seen from the results (see Figure 1), the type of educational services provided (in accordance with the NACE code) determines the average number of employees of an organization, as well as the age of an institution.

A detailed analysis of the results shows that the implementation of some types of educational services is more typical for small educational organizations, other types of educational services – for larger educational organizations. The same pattern for certain types of educational services is maintained depending on the age of the organization. The frontier values are average employment of 5 people and the age of 8 and 16 years.

Let us consider in somewhat more detail the characteristics of groups of organizations obtained as a result of analysis (4 nodes). The first group includes 116 educational organizations (30.8% of the total population). These organizations are characterized by a small number of staff (no more than 5 people) and not very long history of work of the organization (no more than 8 years). Typical activities for the organization of this group, in addition to “other types activities” (42.2% of the aggregate), are the services of pre-school education. They also function as driving schools and conduct advanced training.

The second group of educational organizations (118 organizations, 31.3% of the total population) also refers to the small enterprises (up to 5 employees on average). However, these organizations have been operating in the market of educational services for more than 8 years. More than half of them (56.8%) provide “other educational services”, which may indicate a significant diversification of the structure of educational services for small organizations that have been present for a long time in the market: organizations are trying to find their market niche, their consumers.

The third group consists of large educational organizations (71 organizations, 18.8% of total population). The average number of employees is more than 5 people, the age of organizations is less than 16 years. Less number of organizations is involved in “other types of activities” (39.4%), primarily pre-school organizations, driving schools, higher education. Against the backdrop of the small educational organizations of the first two groups, attention is drawn to the increase in the aggregate of institutions of secondary education and secondary vocational and language schools (the study of foreign languages).

The fourth group (72 institutions, 19.1% of organizations) are educational organizations with more than 5 people employed and the age of the organization is more than 16 years. Here, the least number of organizations providing other types of educational services (23.6%). One third of organizations are secondary vocational schools, one in ten organizations operate in the sphere of higher or general secondary education. There are also centers of secondary apprenticeship and preschool institutions.
In general, the results obtained confirmed the hypothesis set, but there are some features of the representation of the initial information in the Albertina Gold Edition of Bisnode Česká republika a.s. database used. Predominantly it concerns the indication of all types of activities specified in the statutory documents by each organization. That is,
each organization has specified several NACE codes. In order to carry out the research described above, the authors always selected the main activity from the database used. The overwhelming number of educational organizations indicated “other types of activities” as their main activity (42.7% of the total number of organizations analyzed). However, according to the authors, these features of the initial information used did not affect the results obtained.

4. Conclusion

The overall results of the cluster analysis confirm the hypothesis set. As can be seen from the average values of variables in clusters, with the growth of the size of organizations ($X_4$) a consistent change in the number of places for educational activities ($X_3$) is unambiguously observed.

The hypothesis proposed by the authors about the impact of the type of educational services provided on performance indicators of educational organizations is confirmed by undertaking an additional research stage using the method of constructing a goal tree for an independent variable “type of educational services provided”. The results obtained showed the dependence of the types of educational services provided on the sizes of the analyzed educational organizations and their age.

In general, the results obtained in this study, as well as the results of earlier studies (Bell and Brayman, 2012; Bobkov et al., 2017a) allow us to state that there are regularities in the evolution of the development of organizations that involve the alternation of successive and parallel organizational structures at each subsequent stage of their development.
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Abstract

Studies on the impact of R&D expenditure in small and medium-sized companies have experienced a rapid growth over the last several years. This paper aims to examine the impact of R&D investments on operating revenue growth by medium size Czech companies in the NACE Category 28 – Manufacture of machinery and equipment n.e.c. The paper uses the results of a questionnaire survey as the primary data source and the Amadeus database as a secondary data source. The statistical sample includes panel data of 51 medium businesses with R&D investments. The authors’ finding is that R&D investments generally have a positive effect on operating revenue growth. The authors found a statistically significant difference between turnover in 2014 and 2016 at a level of significance of α = 0.05. There is no statistically significant difference between domestic and foreign-owned businesses in changes in turnover in the short term. However, the authors did find a significant difference between the operating revenue per employee of domestic businesses and businesses with foreign equity.
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1. Introduction

R&D investments and innovations are difficult to overstate for productivity and long-term economic growth. One of the major public policy instruments that aim to increase R&D investment of private firms is the R&D subsidy. In the modern economy, firms invest in a wide range of intangible assets, including data, software, patents, new organisational processes and enterprise-specific skills. Some studies on innovation process in the context of small and medium-sized enterprises (SMEs) are conducted in the early stage. However,
these studies are mainly based on secondary data, managerial or conceptual. The R&D support programme in Italy was analysed within the research project – the Fondo per le Agevolazioni della Ricerca (FAR), managed by the Italian Ministry of Research (Miur). The time period was 2000–2004. FAR seems to be more suited to large firms, in which it can lead to largely positive results. SMEs need more specific and probably targeted (rather than bottom-up) instruments (Cerulli & Poti 2012).

Garsjö refers to the aspect where the total local R&D expenditure is more efficient for local patent production when allocated via private funding networks rather than via public funding streams. This result may be due to the fact that R&D activity in private firms is monitored more efficiently and knowledge generated is commonly earmarked in terms of patents in order to protect the knowledge discovery for future adaptation (Gråsjö 2012).

The impact of in-house R&D intensity and various knowledge diffusion channels on the productivity of manufacturing firms in Turkey was analysed using a large panel dataset from the Turkish Statistics Office between 2003 and 2007. The findings showed that the impact of in-house R&D intensity on the productivity of Turkish manufacturing firms is conditional on their technological capability: only above a certain threshold of technological capability do the firms reap the productivity benefits from their R&D investment (Ulku & Pamukcu 2015).

A Spanish study using a panel of Spanish manufacturing firms over the period 2001–2008. The researchers estimate a set of dynamic models of program participation. They found the significant true state persistence of participation in R&D subsidy (Busom et al. 2017).

A French study using data from a nationally representative survey of French firms showed the negative effect of R&D investment on the financial performance of the firms surveyed (Laroche & Wechtler 2011).

The impact of the R&D fiscal incentive programme on R&D was examined through Dutch firms. The results suggest that R&D was responsive to enterprise user cost. The authors obtain a statistically significant short-run elasticity of the order of 0.2–0.5 and a significant long-run elasticity of the order of 0.54–0.79 (Lokshin & Mohnen 2012).

Until late 2012, the process of the R & D expenditure structure has changed (the business sector has declined, the government sector and EU funding have grown), but in 2013 market confidence became more positive and the situation stabilized in most Eurozone countries. The crisis has shown that in addition to the clear benefits, financial integration also carries financial stability risks in the absence of a strong institutional framework. (Pietrzak et al., 2017).

Based on the endogenous growth theory and new institutional economics one can point wide range of determinant affecting countries technological potential such as: institutional factors, economic sustainability, quality of human capital, regulations of labour, effectiveness of financial markets influencing allocation of capital, role of economy in the international production chain or finally macroeconomic policy. (Zineker et al, 2016)

In general, medium-sized businesses lack both managerial and technical skills for their effectiveness. A study by the OECD found that only 5–20% of SMEs are actively using an innovative approach. SMEs are less active than large firms in open innovation because of their particular characteristics, such as strategy, culture or organisation. Studies on innovative activities in SMEs are fragmented. Innovative companies of all sizes, regardless of the continuity of the research, have confirmed their ability to use their capital base efficiently (Bockova & Meluzin 2016).

The processing industry in the Czech Republic is an important segment of the economy. It is an important vehicle of job opportunities, of technology development, of
knowledge. It has a long tradition in the Czech Republic. Throughout its evolution, it has proven the ability to sustain itself in a competitive environment, thanks particularly to foreign capital. The involvement of the manufacturing industry is also important to the regional and global value chains. Among the most important sections in terms of sales is NACE 28-manufacture of machinery and equipment. This division includes the manufacture of machinery and equipment that act independently on materials either mechanically or thermally or perform operations on materials (such as handling, spraying, weighing or packing), including their mechanical components which produce and apply force, and any specially manufactured primary parts. In 2015, this section was involved in nearly 8% of revenues for products and services in the processing industry. This section is dominated by large and medium-sized companies. In 2016, medium-sized companies have a share of more than 31% in terms of sales figures and employ more than 36% of the employees. (ČSÚ, 2018)

So far in the scientific literature, there are few scientific articles focusing on Czech companies in the processing industry. In the section Manufacture of machinery and equipment, only large companies were examined from the perspective of change in value added per employee (Bockova & Zizlavsky 2016).

2. Methodology and Data

According to the database Amadeus (which includes 2,706 Czech companies – NACE code 28.1 – with information on operating revenue, employees, sector affiliation) 1,087 companies in NACE section 28 which showed activity in 2016 operate in the Czech Republic. Our research is focused only on medium-sized companies operating throughout the Czech Republic. The number of active companies is 290. Companies were addressed through a questionnaire focusing on investment in research and development. A total of 49 companies responded. These were both companies owned by purely Czech capital and companies controlled by foreign capital. The data would be processed using parametric statistical methods. The software used was STATISTICS 12.

The t-test is any statistical hypothesis test in which the test statistic follows a Student’s t-distribution under $H_0$. A t-test statistic has the form $t = \frac{Z}{s}$, where Z and s are functions of the data. Typically, Z is designed to be sensitive to the alternative hypothesis (i.e., its magnitude tends to be larger when the alternative hypothesis is true), whereas s is a scaling parameter that allows the distribution of t to be determined.

The tested hypothesis was $H_0$: The innovative medium-sized enterprises in the engineering industry do not show a statistically significant difference between turnover in the years 2014 and 2016.

An F-test is any statistical test in which the test statistic has an F-distribution under a null hypothesis. Let $X_1, ..., X_n$ and $Y_1, ..., Y_m$ be independent and identically distributed samples from two populations which each have a normal distribution. The expected values for the two populations may be different, and the hypothesis to be tested is that the variances are equal. $H_0$ is rejected if F is either too large or too small (Hindls 2006).

The second tested hypothesis $H_1$ was: There isn’t a difference in profit per employee among Czech medium-sized enterprises and enterprises owned by foreign capital.
3. Results

Enterprises with a number of employees between 50 and 249 were included in the statistical set. The second criterion for the size of the enterprise is a balance sheet total ≤ 43 million EUR (EU 2006). More than 67% is composed of domestic companies. Companies with foreign capital include 3 enterprises outside the EU. The parent enterprise has 13 enterprises in the EU. The variables examined in the investigation of the statistical set are listed in Table 1.

Table 1: Variables

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPR14; OPR16</td>
<td>The total value of the output of an economic activity carried out over a certain period of time, usually measured by total annual sales after deduction of returned goods (thousand CZK).</td>
</tr>
<tr>
<td>OPEMP14; OPEMP16</td>
<td>The share of operating revenue in 2014 or 2016 per employee.</td>
</tr>
<tr>
<td>OPEMP16CZ</td>
<td>The share of operating revenue 2016 per employee in domestic companies or foreign equity ownership companies.</td>
</tr>
</tbody>
</table>

Enterprises with innovation activities were monitored by means of the territorial range through the NUTS 2 region classification.

A number of enterprises by region and participating interests is shown in Figure 1. Domestic companies make up 67%, foreign equity ownership (FEO) 33%. The descriptive statistics for the individual variables are presented in Table 2.

Table 2: Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>N. valid</th>
<th>Mean</th>
<th>Std. deviation</th>
<th>Kurtosis</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPR14</td>
<td>49</td>
<td>314810.35</td>
<td>283506.97</td>
<td>3.2966</td>
<td>1.8276</td>
</tr>
<tr>
<td>OPR16</td>
<td>49</td>
<td>355174.69</td>
<td>346513.32</td>
<td>6.0723</td>
<td>2.2533</td>
</tr>
<tr>
<td>OPEMP14</td>
<td>49</td>
<td>2157.48</td>
<td>1289.40</td>
<td>1.1131</td>
<td>6.6467</td>
</tr>
<tr>
<td>OPEMP16</td>
<td>49</td>
<td>2207.06</td>
<td>1397.67</td>
<td>1.8100</td>
<td>4.8749</td>
</tr>
<tr>
<td>OPEMP16CZ</td>
<td>33</td>
<td>1777.51</td>
<td>823.11</td>
<td>1.0704</td>
<td>1.6107</td>
</tr>
<tr>
<td>OPEMP16AB</td>
<td>16</td>
<td>3093.00</td>
<td>1887.49</td>
<td>0.9855</td>
<td>1.6359</td>
</tr>
</tbody>
</table>

Source: Authors calculation, 2017
Operating revenue in the years 2014 and 2016 for the reference of a statistical sample was compared by means of the test pair. The test of hypothesis $H_0: \mu = \mu_0$ with unknown $\sigma^2$:

$$T = \frac{\bar{X} - \mu_0}{s} \sqrt{n - 1}$$

For OPR14 and OPR16 we have $T = -2.6831$. $t_{0.95(51)} = 1.676$; thus $W = (-\infty; -1.676) \cup (1.676; \infty)$.

$T \in W$;

$H_0$ we can reject. There is a statistically significant difference between operating revenue in the years 2014 and 2016 for medium-sized enterprises in engineering production. For the observed value $p = 0.0098$, $p < \alpha$; (0.0098 < 0.05).

The second tested hypothesis $H_1$ was: There isn’t a difference in profit per employee among Czech medium-sized enterprises and enterprises owned by foreign capital. The descriptive statistic is described in Table 2. To determine the difference between the two groups of enterprises, the double selective F-test was carried out for variances.

The value was $F = 0.19017$ and the critical value $F_{crit} = 0.50201$. We recorded

$$F < F_{crit};$$

where the null hypothesis is true; i.e. variances are the same. For further testing, we used a t-test for equal variances. The result $t = 3.4157$, $p = 0.0013$. For $p < \alpha$; 0.013 < 0.005, we reject $H_1$. We found a statistically significant difference between the operating revenue per employee between domestic enterprises and enterprises with foreign asset participation. For a graphical representation, the box plot was used; see Figure 2. To sum up, $H_1$ is not confirmed by our assumption: the impact of R&D investment on the operating revenue per employee does not vary according to the type of ownership structure.
4. Discussion and Conclusions

A high degree of integration resulting from the enterprise connection at the same time, however, makes the method sensitive to changes in external conditions. An important factor that significantly influenced the growth of operating revenues within the Manufacture of machinery and equipment was the drawing of funds from the financial perspective, in the period 2007–2013. In 2015 and 2016, the NACE section 28 enjoyed high positive economic values and improved economic profitability year on year. The reason for this positive development was the risk of debt of division. Both the European Union and the Czech Republic see the future of their competitiveness in innovation. An innovative corporate environment is one of the key areas for which Europe’s 2020 growth strategy is being pursued. Together with the European trend, innovation will play a major role in the next few years, particularly from the point of view of grant funding. The Ministry of Industry and Trade of the Czech Republic is already working with the priorities to be funded from European funds after 2014, in order to support companies in improving their position on the international market through innovation, science and research, as well as to support innovative companies in their potential to commercialise themselves.

In this article, we analysed the relationship between R&D investment and operating revenue in the short-term structure of medium-sized companies in the category of Manufacture of machinery and equipment. The literature usually states that R&D activities are related to corporate growth. Investments are seen as one of the major factors in the competitiveness of enterprises. Schimke & Brenner (2014) show that the autocorrelation of growth rates varies with the size of an enterprise.

Within the section of Manufacture of machinery and equipment, a strong statistical significant difference was detected between operating revenues in 2014 and 2016. As well, we also found a statistically significant difference between the operating revenues per employee for domestic and foreign-owned enterprises. The median OPEMP16 AB is 54% higher than the median OPEMP16 CZ.
As well, there is a need for more qualitative research in this area. It is important to learn more about public subsidies and companies’ own R&D expenditure and how the impact on enterprise growth depends on these R&D investments.
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Abstract

The reporting of a deferred tax is an instrument for distributable profit or loss regulation in a form of an accrual or a deferral. The current research aimed at a deferred tax reporting within European companies is very limited. The paper is concerned with the materiality of deferred tax category, the impact of a deferred tax reporting on earnings management in the Czech agricultural companies reporting under CAL.

The materiality, structure and the impact on selected financial analysis ratios due to deferred tax reporting in the agricultural companies is a subject of the research. The financial statements of large Czech agricultural companies (two out of following criteria must be fulfilled: turnover over 40 000 000 €, assets over 20 000 000 €, over 250 employees) in the period after the EU accession are analyzed. The comparison with general results concerning the deferred tax reporting over the world was carried out. The results of the analysis revealed the similar impact of the deferred tax category regardless to financial reporting system used.

Keywords: agricultural companies, deferred tax, materiality, profit or loss, tax base.
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1. Introduction

Agriculture covers a large scale of activities which join labor, land, animals, plants, solar energy to provide essential food and raw materials. There are some biological characteristics, e.g. the vegetation period, the length of the production cycle, and further characteristics which distinguish the agriculture from other activities running to achieve profit. These are: the fact that some products are further consumed by the agricultural enterprise itself, the connection with farmland which represents a scarce source.
According to IndexMendi (201X), the share of agriculture in the gross domestic product (GDP) in EU is just under 3% (1.6% in 2017), and based on information Statista (2018) 2.46% is recently in the Czech Republic. The agriculture is not only a source of production of raw material and food self-sufficiency but it provides jobs and it significantly influences the formation of landscape, its functionality and aesthetic value. According to the most recent Eurostat data, utilized agricultural area accounted for two fifths (40.0%) of the total land area of the EU-28 in 2013, with a further 9.0% of the land belonging to agricultural holdings, either in the form of forests (7%) or other land not used for agriculture (2.3%).

On the other hand, the sector is the principal source of income for around 20% of its population, which live in predominantly rural regions. According to Eurostat (2015), in 2013, there were 10.8 million agricultural holdings within the EU-28. The utilized agricultural area (UAA) in the EU-28 was almost 175 million hectares (some 40.0% of the total land area). The largest average size of agricultural holdings in any of the EU Member States in 2013 was the 133 hectares recorded for the Czech Republic. According to the Eurostat, the utilized agricultural area (UAA) of the Czech Republic was almost 3.5 million hectares in 2010 – it is corresponding to 44% of the area of the whole country. In the Czech Republic, a relatively small number of farms accounted for a huge majority of the Czech agricultural area, only 19% of the holdings had an UAA of 100 hectares or more, these holdings accounted for 89% of the total Czech UAA. The lowest number of farms was recorded in economy class XI (turnover of at least EUR 3,000,000), which corresponds to large enterprises according to the classification according to Directive 2013/34 / EU. According to the survey carried out in 2013, there were only 269 such entities (1%).

Despite the fact that, the specifics of biological character of transformation should be also reflected by the methodology for reporting the agricultural enterprises' activities, the agricultural companies use the standard methods for reporting their business activities and respect the basic principles for financial reporting in the Czech Republic. These companies prepare their financial statements according to the Accounting Act (563/1991 Col.), Implementing Decree No. 500/2002 Col. and the Czech Accounting Standards.

The above mentioned rules imply an obligation also on the large farms to report the item deferred corporate income tax. Deferred tax is recognized and reported by the entity which is a part of consolidated group and the entity preparing the financial statements in the full form (Section 18 paragraph 3 and 4 of the Act). Other entities report deferred tax voluntary.

In the Czech Republic, there are 269 agricultural enterprises classified as a large firm and obliged to calculate and to report the item of deferred tax since 2016. The deferred tax quantification purposes is associated with spending a considerable amount of time and costs on expert advice. The paper focuses on assessing of the importance of the deferred tax category for internal and external users of the accounting information of these entities.

2. Methodology and Data

The paper focuses on assessing of the materiality of the deferred tax category for internal and external users of the accounting information of the Czech agricultural holdings. The research covers the agricultural holdings in the XIV. class of economic size according to the Commission Regulation (EC) No. 1242/2008 of 8 December 2008 establishing a Community typology for agricultural holdings applied from the accounting year 2010 for the Farm Accountancy Data Network and for the farm structure survey as of the 2010 survey.
The financial statements of agricultural holdings included in the XIV. class published in the publicly available collection of documents data were the subject of the research. Using the application of the Ministry of Finance of the Czech Republic – register of economic subjects ARES. Subjects with code 01 according to the statistical classification of economic activities (NACE) – agriculture. From this database, entities fulfilling the criteria for mandatory reporting of deferred tax were selected. As the number of accounting units that meet the criteria (amendment of the Act on Accounting implementing of the European Directive No. 2013/34 / EU) has been expanded since 2016, the paper is concerned to business entities which are obliged to report the deferred tax category and reported this category during the researched period voluntary. The dataset covers 185 agricultural holdings, and the researched period covers 5 years (2011-2015). Thus, the completed sample is 925 firm-years. However, not all entities presented available deferred tax data over the whole researched period. The missing data was filled in with the value of the deferred tax asset share in the years when the data was not available was added the average share of all companies.

The materiality of deferred tax category evaluation was based on the share of deferred tax expense on the total income and the share of the deferred tax in total assets. The similar methodology is also used in previous studies concerning the materiality of deferred tax in selected industries (Habanec, Bohušová, 2017, Svoboda, Bohušová, 2016, Habanec, 2016). The International standards of audit 320 – Materiality (hereinafter ISA 320) methodology was used for the materiality definition. Due to the fact that neither ISA 320, nor IFRS set any quantitative criteria for materiality calculation, the methods according to the discussion paper6: Audit Risk and Materiality was used for setting quantitative criteria of materiality.

These methods offer a suggested range for the calculation of materiality. Based on the audit risk, the auditor will select a value inside this range

- 0.5% to 1% of gross revenue;
- 1% to 2% of total assets;
- 1% to 2% of gross profit;
- 2% to 5% of shareholders’ equity;
- 5% to 10% of net profit.

For income state items materiality level was computed using the method from discussion Paper:

\[
IS \text{ Materiality level } = \text{Gross Profit} \times 0.02
\]  

For balance sheet items materiality level was computed using the method from discussion Paper:

\[
BS \text{ Materiality level } = \text{total assets} \times 0.02
\]

In addition, the structure of the deferred tax was examined. The structure was analyzed only for those entities for which data were available for the entire five-year time series so that the development of the deferred tax structure over time could be recorded. This was about 103 reporting subjects.
3. Theoretical Background

The deferred tax reflects the fact that the tax and rules for financial reporting in most countries differ. While the aim of the financial reporting is concentrated on the fair reporting to users, the aim of taxation is to fill the state budget. From the perspective of business entities, there are efforts to minimalize the income tax base. Due to these facts, the reported profit or loss could differ from the income tax base in majority states.

Differences between the tax base amount and the reported profit or loss can be characterized as permanent or temporary. Permanent differences’ effect (in the form of reduction or increase of taxable income comparing with reported income) is definitive. Temporary differences give rise to an accounting category called deferred tax.

The reporting of deferred tax represents an instrument for distributable profit or loss regulation in a form of an accrual or a deferral, when in a period of lower payable income tax, the company postpones the part of the reported profit in a form of deferred tax liability. In a period of higher payable income tax, the company increases the reported profit by creation of deferred tax asset or by use of deferred tax liability.


The extent to which deferred taxes appear in financial statements determines how important they are for evaluation of companies’ performances. Poterba, Rao and Seidman (2007) and Poterba et al. (2011) investigated materiality and structure of deferred tax for a sample of large (FORTUNE 50) U.S. corporations.

Besides the studies concentrated on U. S. companies, there is a limited number of studies in Asia or South America. As can be clearly seen from the review of current literature, the research aimed at European companies is very limited. Moreover, the majority of studies cover period beginning in 1994 and concerns firms incorporated in the U.S. A. The year 1994 is the first year when the change of deferred tax can be computed due to effectiveness of SFAS 109 (respectively ASC 740). It means that the conclusions of all over mentioned studies are based on similar dataset.

As was already mentioned above, currently, there exist only a few studies aimed on companies acting on the Internal Market. The first study carried out by Vučkovič-Milutinović, Lukić (2013), covers the 20 largest non-financial companies and 20 banks in Serbia in the period 2009–2010 the research examines the materiality of DTA and DTL. The research covers only limited sample of companies situated in Serbia, during the limited time span. Due to this fact, the study has very limited scope. Moreover, it deals only with the materiality of this category for Serbian companies. There are several studies concerning the materiality of deferred tax in the Czech business companies (Bohušová, Svoboda, 2005, Habanec, Bohušová, 2017).

The conclusions of the study published by Bohušová, Svoboda (2005) have shown the materiality of the deferred tax category in the Czech Republic – median of deferred tax/total income tax ratio 15.21% resp. 7.4% in the researched samples. The research revealed the impact the deferred tax reporting on return on equity. The study of Habanec,
Bohušová (2017) revealed the lower materiality of deferred tax category in the researched sample of companies operating in chemical industry and reporting according to the Czech accounting legislation (2% in average).

4. Results

As seen from the Table 1, the share of deferred tax in Profit or Loss is in a range between 6.86% and 12.03% in average, the median value is in a range between 3.71% and 6.86%. The analysis of all farms revealed that the deferred tax expense is insignificant (under 2% of Gross Profit) for almost 20% of all farms (37 companies).

Table 1: The share of deferred tax expense in gross profit in%

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>9.82</td>
<td>12.03</td>
<td>6.86</td>
<td>11.49</td>
<td>9.84</td>
</tr>
<tr>
<td>Median</td>
<td>3.71</td>
<td>6.86</td>
<td>3.78</td>
<td>3.79</td>
<td>3.80</td>
</tr>
</tbody>
</table>

Source: Own calculation

The analysis of deferred tax asset or liability and its share in balance sheet total revealed that the deferred tax category was insignificant for 62.57% (116 farms) in the researched sample in 2011. As seen from the Table 2 and Figure 1 the situation is very similar in the whole researched period.

Table 2: The share of farms with deferred tax materiality in a given range in%

<table>
<thead>
<tr>
<th>Share of DT/Total assets / Year</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>under 1%</td>
<td>34.64</td>
<td>32.79</td>
<td>33.33</td>
<td>34.07</td>
<td>30.81</td>
</tr>
<tr>
<td>1–1.99%</td>
<td>27.93</td>
<td>29.51</td>
<td>27.87</td>
<td>27.47</td>
<td>26.74</td>
</tr>
<tr>
<td>3–3.99%</td>
<td>12.29</td>
<td>14.21</td>
<td>7.65</td>
<td>6.59</td>
<td>8.72</td>
</tr>
<tr>
<td>4–4.99%</td>
<td>6.15</td>
<td>6.01</td>
<td>8.74</td>
<td>8.79</td>
<td>7.56</td>
</tr>
<tr>
<td>5% and above</td>
<td>4.47</td>
<td>2.73</td>
<td>5.46</td>
<td>6.59</td>
<td>6.98</td>
</tr>
</tbody>
</table>

Source: Own calculation
The amount of deferred tax is significantly influenced by the nature of the economic transactions that result in temporary differences between their tax and accounting point of view. In general, the following items may be considered as the main reasons for the deferred tax recognition:

- Differences between the accounting and tax base of fixed assets
- Recognition of other (non-tax) provisions
- Recognition of impairment
- Transferable unused tax losses and deductions
- Revenue from contractual sanctions and default interest
- Unpaid social security and health insurance

In business entities, the individual titles for deferred tax reporting arise in different share in a total deferred tax item, but their identification, analysis and quantification are, irrespective of their subsequent amount, associated with considerable time and costs. For this reason, the structure of the deferred tax item was a subject to an analysis with the intention to determine the significance of individual titles.

Table 3: The structure of deferred tax item in%

<table>
<thead>
<tr>
<th>Year</th>
<th>Book value vs Tax base of LTA</th>
<th>Revaluation of asset</th>
<th>Previous years tax loss</th>
<th>Impairment</th>
<th>Tax on Liabilities after term</th>
<th>Accrued items</th>
<th>Provision</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>95.59</td>
<td>0.00</td>
<td>1.71</td>
<td>2.05</td>
<td>0.04</td>
<td>0.34</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>12</td>
<td>95.10</td>
<td>0.00</td>
<td>0.92</td>
<td>2.52</td>
<td>0.37</td>
<td>0.12</td>
<td>0.96</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>94.23</td>
<td>0.00</td>
<td>0.67</td>
<td>3.02</td>
<td>0.51</td>
<td>0.05</td>
<td>1.43</td>
<td>0.08</td>
</tr>
<tr>
<td>14</td>
<td>95.46</td>
<td>0.00</td>
<td>0.29</td>
<td>3.05</td>
<td>0.34</td>
<td>0.04</td>
<td>0.81</td>
<td>0.00</td>
</tr>
<tr>
<td>15</td>
<td>93.87</td>
<td>0.85</td>
<td>1.62</td>
<td>1.81</td>
<td>0.54</td>
<td>0.04</td>
<td>1.26</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Source: Own calculation
Within agricultural holdings, as shown in Table 3, the difference between the accounting and tax base of fixed assets is unambiguously the most significant item (approximately 95%). Impairment can be considered as another relatively significant title with value between 2–3%. Other titles can be considered insignificant for most business entities. With regard to the unused tax loss, it is a question if this item should be taken into account in case of farms. Only 3 agricultural holdings in the researched sample have reported this item. There is a higher risk of possibility to use it for decreasing taxable income.

5. Discussion and Conclusions

The results presented in the paper are part of the research concerning the deferred tax reporting within the EU companies. We have investigated the materiality, structure of deferred tax reported according to the Czech Accounting Legislation and the research was concerned at large agricultural holdings obliged to report deferred tax category. The dataset covered the majority of agricultural holdings in the XIV. class of economic size according to the Commission Regulation (EC) No. 1242/2008 of 8 December 2008 establishing a Community typology for agricultural holdings.

The results of the research revealed that the deferred tax category is material for this type of agricultural holdings (37.43% – 42.44% in the researched period). In comparison with conclusions of similar research carried out by Habanec, Bohušová (2017) in chemical and pharmaceutical industry, the materiality of this category is in the similar level.

Regarding the deferred tax structure, there are only two significant titles leading to the deferred tax recognition – difference between book and tax value and impairment. The share of differences between book value and tax base of long term assets is over 90% in each researched period. The share of the second significant title – impairment of long term assets is only under 4%. In comparison to the previous research of the authors there is an increasing significance of the share of differences between book value and tax base of long term assets and a decrease in significance of other titles. This conclusion is motivating authors for the further research with intention to simplification of deferred tax reporting for agricultural holdings.
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Abstract

The relevance of this topic is due to the current economic situation in Latvia, the unstable financial position and distress of many enterprises of the construction industry. Paper deals with the latest issues in the Latvian construction industry and their impact on the financial position of the enterprise. The aim of the research is to develop recommendations how to improve the financial position of the enterprises, taking into account the urgent problems of the construction industry in Latvia. Comparative analysis of economic indicators and construction sector indicators trends in the European Union countries provides the Latvian enterprises with the opportunity to choose the most promising export destinations in order to improve their financial position.
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1. Introduction

Financial position of an enterprise is the essential part of its economic activity and sustainability. To evaluate the financial position of an enterprise it is important to understand the factors that affect it, as well as the way the said factors affect it, because the stable financial position of an enterprise allows it to be competitive, determines its potential and guarantees efficient activity.

The aim of the study is to develop recommendations for improvement of the financial position of an enterprise while taking into account current problems in the construction industry.
The study was performed by use of such theoretical and practical methods as the method of description and summary, basic methods of financial analysis, data comparison and grouping method according to the performed analysis, graphoanalytical method for comparison of indicators.

2. Problem of Evaluation of External Factor Effect on Financial Situation of an Enterprise

Direct correlation exists between the financial situation of the enterprise and such economic factors as the population wellbeing, gross domestic product, workforce productivity, and employment level. Meanwhile the enterprise development dynamics, financial indicators, and demand for the product create a basis to determine the state and development of the industry, in which the enterprise is participating. Therefore, the industry development factors affect economic factors which in turn shape the state of the whole region or country. Factors are tightly related and intertwined with each other. It is not feasible to evaluate the effects of factors on the financial state of an enterprise separately from each other since it can lead to wrong conclusions (Kazantseva, 2011).

**Internal factors** reflect the activity of an enterprise. The main internal factors that affect the financial state of an enterprise are factors that reflect financial and economic position of an enterprise, image of an enterprise and level of its openness (Glen, 2013). Current activity of the enterprise, justification of investment decisions, choice of financing sources and other similar actions do not affect the material and financial situation of the enterprise directly, however these actions must be classified as business operation items and unconditionally taken into account in formation of enterprise value factors. The production potential significantly affects the market value of an enterprise (Van Horne and Vachowicz, 2008). The production potential of an enterprise is created by acquired licences, intangible assets, tangible long term assets, level of stock, technological process and production capacity (Kazantseva, 2011).

Therefore, the evaluation of the internal environment factors of an enterprise allows to detect possible errors made by management related to applied means of business organization, as well as to evaluate the resource potential required to recover from a crisis and to efficiently continue economic activity in the future (Helfert, 1996).

If the internal factors determine the efficiency of an enterprise and are subject to direct action of the management thus making them more flexible, in turn the external factors are intertwined and fickle making the modern enterprises to function in rapidly changing conditions (Bernstein, 1993.) Knowledge of its environment can mostly decide the future development or in some cases even survival of an enterprise.

Among external environment factors the following can be singled out: unstable external-economic situation, unfavourable industry conditions, diminishing market, lack of stimulus and financial support of economic activity (Revsine, 2011).

The external environment of an enterprise is characterized by extremely high levels of difficulty, uncertainty and dynamic.

Many works study external environment factors, for example, Chandler (1994), Andrews (1984), Porter (2004) and others.

The following factors are considered as external environment (micro-environment) factors that indirectly affect the enterprise:

- Suppliers;
- Legislation and state institutions;
Factors of external macro-environment, which require study, can be divided into four main groups: economic, political, technological, sociocultural (Yudanov, 2012).

1) The effect of the economy is determined by the situation of the country’s economic conjuncture cycle, meaning that during the growth period the demand increases, free financial resources appear, while during the crisis period the income and demand levels decrease, which leads to rapid restriction of enterprise’s abilities (Bragg, 2007).

External economic factors must be evaluated constantly. The inflation rates, international balance of payments, employment levels, business crediting rates and so forth (Azoev, 2013).

2) Political stability affects the economic soundness and stability of enterprises, and determines the attitude of the state towards business activity and property, while also determining means of consumer and entrepreneur protection.

3) Scientific and technological progress is one of the most important structure-forming elements of an enterprise, which mostly determines the development trends and economic soundness of an enterprise by its effect on internal technical and technological variables of an enterprise.

4) Sociocultural trends reflect the cultural environment in which the economic activity of an enterprise takes place. First of all, these are the values and traditions prevailing in the society. This is the foundation for the behaviour standard.

During external environment factor analysis, it is necessary to evaluate the effects of general economic conditions, regional and industry peculiarities of the enterprise activity. To achieve this goal following indexes must be studied:

1) Analysis of the state’s money and credit policy allows to evaluate the economic situation of the country as a whole. The tools used for the state policy implementation (changes of interest rates, obligatory reserves of monetary supply) allow to evaluate the effects on the business as a whole and on a particular industry, as well as the activity of the particular enterprise.

2) Country and region development factors are the basic factors that characterize the current situation and development estimates that affect the financial position of the enterprise: gross domestic product, consumer price index, inflation rates, products import/export levels, global price changes, investment level, political stability level, strategic state programmes, currency exchange rate fluctuations, interest rate changes, average salary, unemployment rate (Brigham and Gapenski, 2008).

These factors affect the opinion on the development level and investment attractiveness of the enterprise location area: country, region.

3) The analysis of state regulations of economic activity field in which the enterprise functions, particular industry development dynamics, effects of seasonal factors on the activity, allows to determine key problems which the organisation might face, to evaluate the missed opportunities, and to determine the potential for growth (Mavlutova, 2011).

The factors above reflect the situation and development of the country, region, industry, and these factors must be viewed not only at the particular moment, but also from the point of view of the long-term perspective, while taking into account potential changes in the future. Joint effects of external factors determine the investment attractiveness of the enterprise’s country, region, and industry. Low investment attractiveness negatively affects the financial position of the enterprise (Kazantseva, 2011).
Therefore, the retrospective and current evaluation of the effects of external factors allows to determine if the negative effects on the economic activity of the enterprise can cause a real crisis, and if there is a potential for successful development in the future by using all the available opportunities.

A number of methods, which allow to evaluate both external and internal factors affecting the enterprise, is used for the analysis of the macro-environment.

Two of the most universal methods for analysis of the external environment of an enterprise that allow to logically structure perceptions of its effects are the PEST-analysis and SWOT-analysis.

Literature on economics also evaluates such enterprise-affecting factor evaluation methods as:

- Portfolio analysis that allows the management of the enterprise to evaluate the economic activity of the enterprise and to reasonably invest in more profitable and perspective directions, while reducing investments in inefficient projects.
- Scenario analysis is a complex evaluation method that allows to determine the effects of main factors on estimated values of a particular financial index in various conditions (scenarios) of the financial environment, ranging from best to worst.

The performed analysis of theoretical and methodical sources in the field of evaluation of effects of internal and external factors on the financial situation of an enterprise shows that currently there is no single theoretical and methodical approach. A number of methods contemplates division of all factors into internal and external, while other methods single out manufacturing, financial, marketing, innovative, ecological and other types of factors (Barkanov, 2005).

The deficiency of the existing methodology is the fact that these methods mainly propose quality evaluation of stability factors, which are transferred by use of scales into quantitative evaluation. As a result, a problem of subjectivity in creation of scales (indicators evaluation) and use of particular indicators for factor calculation appears in these methods. Besides, the existing methods evaluate the stability of an enterprise only from the point of view of retaining the balanced state.

Matrices for evaluation of external environment factor effects on the financial position of the enterprise developed and described in the literature on economics imply use of integral indicators that further complicate the analysis (Brigham, 1989).

Thus, the problem of external factor effects on the financial situation of the enterprise is caused by:

- Lack of verified models;
- Difficulties in alignment of cause and effect relations;
- Problem of choosing the indexes for factor calculation, etc.

### 3. Construction Industry Analysis and Current Problems

For the past 10 years there were both upturns and downturns in the construction industry. The construction industry volume indexes increased after Latvia became a member state of the European Union. In 2008 the construction volumes reached the highest point and a rapid decrease of indexes began, which can be explained by the consequences of the economic crisis. Therefore, in 2009 the construction product volumes decreased by
42.38% compared to the previous year. The stabilisation of indexes began only in 2011. (Central Bureau of Statistics, 2017)

Starting from 2015, the decrease of industry indicators can be seen, which can be explained by difficulties with acquisition of financial support from European funds, decrease in demand for construction services, emigration of workforce abroad, and cancellation of residents permits for citizens of Russia.

The main problems in the construction industry that have the greatest effect on its development:

- Low workforce qualification – the emigration of workforce abroad during post-crisis period has led to lack of employees in the construction industry. This will lead to low quality of construction as the demand for construction services increases.
- Bad payment discipline among the main contractors and low responsibility level can be explained by the long line of subcontractors. Insolvency of one subcontractor causes losses to all subcontractors down the line.
- Existence of grey economy - the main problem that promotes the grey economy is the lowest price principle. To win a contract the enterprises must offer their services at the lowest possible price. To adhere to the proposed cost estimate, the contractors “save” by not paying taxes. Due to this the current volume of the grey economy in the construction industry has reached approximately 40%.
- Corrupt procurement procedures - corruption in construction industry is 2.5 times larger than the general level of corruption in the country.
- Difficulties with EU funding acquisition – the main problem lies in the labour input and bureaucracy of the process, as well as the low quality of project planning, which leads to correcting, revising or freezing the projects. Currently two large-scale projects are planned with EU funding: Rail Baltica and railway electrification project. Studies on the effects of these projects on costs of workforce and materials indicate lack of qualified personnel.
Enterprise SIA “X” was used as an example for analysis of changes in such indicators as construction production volumes in Latvia, net construction industry turnover and net SIA “X” turnover to prove the effects of industry indicators on the financial position of the enterprise SIA “X”.

![Diagram](image)

**Figure 2:** Changes in main indicators of SIA “X” and construction industry compared to the previous year, %

Source: compiled by the authors

As figure 2 shows, the general dynamic of enterprise “X” net turnover (trend) corresponds to the changes in the industry net turnover and construction volume in Latvia.

### 4. Research Results

Lack of economic stability in Latvia, effect of unfavourable dynamics of construction industry indicators on the financial position of the enterprises point to possible ways to increase net turnover of an enterprise. One of the available options is the expansion of the enterprise to markets of neighbouring EU countries. A comparative analysis of main macro-economic indexes, construction industry indexes and future perspectives of following countries was carried out to ensure informed choice of a particular country: Estonia, Poland, Germany.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Latvia</td>
<td>430</td>
<td>566</td>
<td>682</td>
<td>655</td>
<td>633</td>
<td>660</td>
<td>685</td>
<td>716</td>
<td>765</td>
<td>818</td>
<td>859</td>
</tr>
<tr>
<td>Estonia</td>
<td>601</td>
<td>725</td>
<td>825</td>
<td>784</td>
<td>792</td>
<td>839</td>
<td>887</td>
<td>949</td>
<td>1005</td>
<td>1065</td>
<td>1146</td>
</tr>
<tr>
<td>Poland</td>
<td>619</td>
<td>673</td>
<td>736</td>
<td>776</td>
<td>806</td>
<td>850</td>
<td>880</td>
<td>913</td>
<td>946</td>
<td>975</td>
<td>1012</td>
</tr>
<tr>
<td>Germany</td>
<td>2229</td>
<td>2261</td>
<td>2314</td>
<td>2314</td>
<td>2372</td>
<td>2454</td>
<td>2521</td>
<td>2574</td>
<td>2646</td>
<td>2720</td>
<td>2787</td>
</tr>
</tbody>
</table>

Source: Eurostat, 2017
The analysis of population gross income, which is one of the most significant factors that affects volumes of construction products, has shown that the income levels of the evaluated countries has grown for the past 10 years, however, the highest population income is in Germany (see table 1) (Eurostat, 2017).

The analysis of population size has revealed rapid decline in Latvia and Estonia during the whole period of analysis, which can be explained by demographic situation and emigration to other countries. Population increase in Germany can be explained by attractive economic stability, high work compensation level, social guarantees, as well as influx of migrants in recent years.

Since the economic crisis affected Germany less than other analysed countries, the level of unemployment in the country is gradually decreasing during the period of analysis, while the situation in Latvia and Estonia was different. In turn the analysis of inflation levels shows significant effect of the economic crisis of 2008 on Latvia and Estonia. The growth of population income before 2008 lead to excess demand that caused price growth, which resulted in significant inflation rates: 14% in Latvia and 10% in Estonia. The inflation levels in 2014–2015 decreased in the analyzed countries, which means the cooling of economy. The inflation levels began slow increase only in 2015, which signals the increase of demand, investment volumes, and economy rejuvenation (Eurostat, 2017).

The changes in manufacturing volumes (as shown in figure 3), volumes of sales and added value of construction industry compared to the previous period show the industry development dynamic. The indexes of Latvia and Estonia had significantly decreased during period from 2008 to 2010 due to crisis and returned to their initial values during the period until year 2013 after which another decrease had occurred. However, the indicators of Poland had not endured any significant changes, while indicators of Germany continued growth during the whole analysis period. Similar trend can be observed in analysis of changes in the number of construction enterprise employees (Eurostat, 2017).

To choose a particular country for expansion of the enterprise activity current issues and perspectives of the analysed countries were also taken into account.

The main problem in Estonia is the low number of population fit for work. Direct foreign investments in Estonia remain on the below-average level. EU funds are mainly invested in creation of workplaces and education.

The demand for housing in Poland increased due to attractive pricing, low interest rates and state support programmes. EU funds are mainly invested in infrastructure development.

The housing market in Germany has high demand due to population income growth, low interest rates, and high numbers of migrants (it is estimated that 3.6 million migrants will arrive in Germany until 2020, which will require at least 350 000 new residencies per year). Therefore, the construction industry in Germany faces serious lack of qualified personnel. According to the all of the previously described information, Germany is the most attractive country for market expansion (Germany construction sector report, 2017).
The construction industry is an indicator of economic situation in the country and sharply reacts to any changes in the economy. Usually, during the economic growth the construction market volumes and structure grow and expand.

The construction industry is one of the most important industries for the economy of Latvia both in turnover and the number of employed, and this industry is considered an indicator of economic situation in the country. Among all economy fields in Latvia, the construction industry ranks fourth by net turnover, 8th by contribution to GDP of Latvia by contributing 6% of the GDP.

5. Conclusions

To enter a market of another country, it is recommended for enterprises to actively participate in international construction industry exhibitions and tenders, to acquire contacts with the largest main subcontractors in the industry.

Timely understanding of construction industry legislation will allow the enterprise management to think through the requirements of implemented provisions, calculate the future demand for services, profitability of the planned type of activity, to train the enterprise personnel thus improving own competitiveness.

By following proposed recommendations, the enterprises will be able to manage financial resources more efficiently, improve the financial situation of the enterprise, which will lead to improvement of the competitiveness, financial stability, and attractiveness of the enterprise for potential investors.
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Abstract

The paper concentrates on the problem of fractal dimension of financial time series calculation. Firstly, the construction of the segment-variation method, method of area division and modified method of area division is described. Secondly, essential fractal features of Lévy stable motions are signalized. The abovementioned methods are used to estimate fractal dimension of sample paths of simulated Lévy stable motions. Finally, the statistical features of estimates received are discussed and the quality of estimates obtained using the modified method is assessed.

Keywords: risk quantification, fractal dimension, segment-variation method, area-division method.

JEL Code: G17

1. Introduction

This paper is devoted to the methodology of estimating the fractal dimension of time series. Due to its character, only data obtained by stochastic simulation was used, making empirical studies subject of separate analyzes (Buła, 2017; Buła and Pera, 2015).

The study follows on the author’s analysis of the use of the fractal dimension in the quantification of financial investment risk. In the previously presented studies (Buła, 2012a; 2012b) the author demonstrated and analyzed the construction of, inter alia, segment-variation method and fractal dimension estimation by area-division method. Moreover, the estimation of the fractal dimension of fractional Brownian motion was studied as a result of the adoption of the mentioned methods. As a consequence, interesting conclusions have been received, sometimes contrary to the findings of other researchers.

In the first place, it should be emphasized that the area-division method of the fractal dimension proposed by G. Przekota (Przekota, 2003) yields the biased results (which – as proved – arose from flaws in its construction). Furthermore, as shown by the analysis of
simulated time series of fractional Brownian motion, these estimates are much more volatile than in the case of the segment-variation method used as a benchmark. Therefore, the usefulness of this method should be questioned. For this reason, the author proposed a modified area-division method, from which construction were eliminated elements that negatively affect the quality of the results obtained. Since only one of the self-similar processes has been analyzed so far, it is advisable to carry out analogous research in the case of \( \alpha \)-stable processes, which are also characterized by this property, for both the original method and the modified one.

The main objective of the presented studies was therefore to determine the properties of the fractal dimension estimates obtained by the area-division method for \( \alpha \)-stable Lévy motion. Since the previous analyzes point to the undesirable properties of the estimates obtained by this method, it seems probable that an analogous situation may occur with respect to the processes analyzed in this study.

The established research goal corresponds with the formulated research hypotheses. The first hypothesis states that the original area-division method yields less reliable and highly unstable fractal dimension estimates, both in the case of fractional Brownian motion as well as \( \alpha \)-stable processes.

The second hypothesis is that if a modified area-division method is used, comparisons can be made in terms of quality with estimates obtained using the segment-variation method.

While conducting research, the author used deductive inference. At the same time, comparative analysis was performed on the fractal dimension estimates obtained by different methods. In calculations, the author used MS Excel and Visual Basic for Applications, as well as Statistica – a statistical software package.

2. Selected methods of estimating fractal dimension of time series

Among methods of estimating the fractal dimension, particular attention should be paid to the methods derived from the variation method (Dubuc, et al., 1989) to which belongs the segment-variation method of M. Zwolankowska (Zwolankowska, 1998; 2000; 2001). This method uses the relationship:

\[
\dim_n(X) = 2 - \lim_{\varepsilon \to 0} \frac{\ln \Gamma_{\varepsilon}(X)}{\ln \varepsilon} = \lim_{\varepsilon \to 0} \frac{\ln \Gamma_{\varepsilon}(X)/\varepsilon^2}{\ln \frac{1}{\varepsilon}},
\]

where \( \dim_n(X) \) is the box dimension, whereas \( \Gamma_{\varepsilon}(X) \) the volume of hypercubes with a side of \( \varepsilon \) with at least one common point to the investigated set (time series) \( X \). Having scaled down the plot so that the time takes values from the interval of \( (0,1) \), it is divided into segments with \( m \) observations (the last segment may contain less observations). \( \Gamma_{\varepsilon}(X) \) is calculated according to the formula:

\[
\Gamma_{\varepsilon}(X) = \sum_{i=1}^{\lfloor (n-1)e^{-1} \rfloor} h_i \cdot \varepsilon + h' \cdot (1 - \varepsilon \lfloor \frac{1}{\varepsilon} \rfloor),
\]

where \( n \) – number of observations, \( h_i \) – the range of a given quantity in the \( i \)-th segment, \( \varepsilon \) – the length of the segment, \( h' \) – the range of a given quantity in the last segment. This
procedure is repeated for \( m \) multiples, however, there cannot be less segments than two. The estimation of the fractal dimension is obtained by using linear regression of \( \ln(\epsilon \sigma^2) \) in relation to \( \ln(\epsilon) \). Assuming \( m = 2, m = 3, m = 5, m = 7 \) different fractal dimension estimates are obtained. Finally, when the arithmetic mean is 1\( \frac{1}{2} \) as the final estimation is considered 1\( \frac{1}{2} \), when the mean is less than 1\( \frac{1}{2} \) – the minimum value, and when greater than 1\( \frac{1}{2} \) – the maximum value.

In the area-division method, the time series plot is covered with a rectangle with sides parallel to the axis of the coordinate system. The height of the rectangle is equal to the range of the analyzed quantity, and the basis to the length of the series. In the next step, the created rectangle is divided into congruent halves and the procedure is repeated with respect to the fragments of the plot contained in each one. To calculate the fractal dimension, the sum of the areas of the rectangles after the division \( (p) \) and the area of the original rectangle \( (P) \) are calculated. The author of the method postulates the dependence:

\[
p = \dim_a(\epsilon) \cdot \frac{\epsilon}{\sigma^2}
\]

As a result of the conducted procedure, a set of points in the form of \( (\frac{\epsilon}{\sigma}, p) \) is used to evaluate the fractal dimension by means of linear regression excluding the constant term.

In view of the perceived weaknesses of the area-division method, the author of this paper has proposed several modifications to improve the quality of the estimates obtained. In the first place, the notion of “length of series” was specified more precisely, namely meaning the number of observations reduced by unity to eliminate the errors resulting from the identification of the length of the series and the number of observations available (Przekota, 2003; 2012; 2014; Przekota and Przekota, 2004; Przekota and Szczepańska-Przekota, 2008; Przekota and Wasćiński, 2012). In order to obtain a better fit of the regression line, it is proposed to use only observations for which the initial number of rectangles being formed is at least 10, thus eliminating observations potentially burdened with the greatest disturbance. In addition, the fact that the area-division method leads to an estimate of the quantity associated with the box dimension exponentially was accounted for (Buła, 2012b), and it was suggested to calculate it as:

\[
\dim_a(\epsilon) = \log_2 \dim_{\text{MAD}}(\epsilon) + 1,
\]

where \( \dim_{\text{MAD}}(\epsilon) \) is the fractal dimension estimated by the area-division method. This method was called a modified area-division method.

The properties of the fractal dimension estimates obtained by the area-division method (original and modified version) and the segment-variation method for other than fractional Brownian motion self-similar processes (with fractal properties) are discussed in the further part of the paper.

### 3. Data

In the first place it was necessary to resolve the problem which stochastic process should be used when analyzing the properties of the segment-variation method and the area-division method (original and modified). Eventually, \( \alpha \)-stable Lévy standard motion was used. This process was chosen for its known fractal properties, as well as relatively non-
A complicated method for obtaining pseudo-random variables characterized by the \( \alpha \)-stable distribution. In addition, this process is relatively often used to model returns from financial instruments (Papla, 2004). The random variable is characterized by \( \alpha \)-stable distribution if for any \( a_i > 0, \ b_1, \ a_2 > 0 \), there are such constants \( a > 0, \ b \), that is:

\[
F(a_i x + b_1) \ast F(a_2 x + b_2) = F(ax + b),
\]

(where * denotes the convolution operator, whereas by \( F(x) \) the distribution function). As proved, the above condition leads to the following definition of the characteristic function of the \( \alpha \)-stable random variable (Krężolek, 2014):

\[
\varphi(u) = \begin{cases} 
\exp \left\{ \delta u - \gamma u \left[ 1 - i \beta \text{sgn}(u) \text{sgn}(\frac{u}{\gamma}) \right] \right\}, & \alpha \neq 1 \\
\exp \left\{ \delta u - \gamma u \left[ 1 + i \frac{\beta}{\gamma} \text{sgn}(u) \text{sgn}(|u|) \right] \right\}, & \alpha = 1 
\end{cases}
\]

where \( \delta \in \mathbb{P}, \ -1 \leq \beta \leq 1, \ 0 < \alpha \leq 2, \ \gamma \geq 0 \). The key parameter determining the properties of distribution is the \( \alpha \) parameter determining the thickness of the tails. Other parameters refer to the position (\( \delta \)), scale (\( \gamma \)), or asymmetry of distribution (\( \beta \)) (problems related to parametrization of \( \alpha \)-stable distributions are described by H. McCulloch (McCulloch, 1996)).

In an analogous manner to the arithmetic Brownian motion, Lévy standard symmetrical motion is defined:

1. \( L(0) = 0 \) with probability of 1.
2. For non-overlapping time intervals, process increments are independent random variables.
3. Process increments \( L(t) - L(s), \ 0 \leq s < t \) are random variables described by characteristic function \( \varphi(u) = \exp \left\{ - (t - s)|u|^\alpha \right\} \) (case \( \delta = 1 \) is omitted) (Szczepaniak, 2001).

It is easy to notice that the process defined in the above manner is a self-similar process. The random variable \( r^{-H}L(rt) \) is characterized by characteristic function:

\[
\varphi(u) = \exp \left\{ - r^{-\alpha H}|u|^\alpha \right\},
\]

thus for \( H = \frac{1}{\alpha} \) it has the same distribution as \( L(t) \). This demonstrates the self-similarity of the trajectory of this process with its self-similarity coefficient which equals to \( \frac{1}{\alpha} \). Therefore, the fractal (box) dimension of the process is \( 2 - \frac{1}{\alpha} \).

Chambers, Mallows and Stuck method was used for the simulation (Borak, Härdle and Weron, 2005). Generating a pseudorandom variable with \( \alpha \)-stable distribution for \( \delta = 0, \ \beta = 0, \ \alpha \neq 1, \ \gamma = 1 \) one should:

1. Generate a pseudorandom variable \( V \) with a uniform distribution in the interval \( \left(-\frac{\pi}{2}, \frac{\pi}{2}\right)\).
2. Generate a pseudorandom variable \( W \) with exponential distribution and mean value of 1 (variables \( V \) and \( W \) must be independent).
3. Calculate quantity of \( X = \frac{\sin \alpha V}{(\cos V)^{\frac{1}{\alpha}}} \left[ \frac{\cos(1-\alpha)V}{W} \right]^{\frac{1}{\alpha}} \).

The pseudorandom variable \( X \) will then have the desired distribution. Lévy motion can be simulated by summing up the independent pseudorandom variables obtained in the described manner.

Using the presented method, 100 trajectories of Lévy motion were generated with the lengths of 1008, 2016, 3024, 3960 and 4680 (i.e. numbers close to 1000, 2000, etc. with a potentially highest number of divisors). Each time, parameter \( \alpha \) has been selected in such a way that the series has a theoretical fractal dimension of 1.5, 1.4; 1.3; 1.2; 1.1 respectively.

### 4. Results

The generated series were subjected to fractal analysis using the methods described previously: segment-variation method and area-division method in an original and modified form. As a result, three series of fractal dimension estimates were obtained for each series by different methods. These values were analyzed taking into account the actual level of fractal dimension of the series and their length.

In the first place, it should be noted that the objections made in the literature (Buła, 2012a; 2012b) regarding the area-division method are now also confirmed in case of the trajectories of Lévy motion. This method should not be used in its original form, since the estimates obtained differ significantly from the actual fractal dimension of the analyzed series, while at the same time they are characterized by a considerable dispersion. It is worth noting that increasing the number of available observations (in the analyzed cases nearly five times) does not lead to a significant improvement in the quality of the results obtained.

Referring to the area-division method taking into account the modifications proposed in the study, it should be noted that only in the case of series with a fractal dimension of 1½ the segment-variation method provides, on average, the estimates closer to the real value of the fractal dimension than the modified area-division method. In other cases (especially in the case of having series with a larger number of observations), it seems more appropriate to use a modified area-division method. Although for the values closer unity of the real fractal dimension estimates obtained by both methods can be considered to be burdened, yet the burden is smaller for the modified area-division method. In addition, its estimates are more stable, as evidenced by the standard deviation, their range in the sample and the values of the first and third quartiles.

Statistical tests were also performed to verify the hypothesis of normality (the Jarque-Bera test) and equality of means (test for combined variables) and Morgan's variance test. Additionally, the correlations between estimates were examined. As expected, the distributions of estimates were statistically significantly different (significance level 0.05), but the estimates themselves remain relatively close to the linear relationship (all correlation coefficients are different from zero). The mean values and variances for the estimates obtained by the modified area-division method are significantly lower than for the segment-variation method. The distributions themselves turned out to be mostly normal or close to Gaussian distributions.
In addition to the analysis using descriptive characteristics of the obtained results, the estimated density function of fractal dimension was assessed. In order to estimate the density function, a kernel estimator was used. Having $N$ observations, we can estimate the probability density function as (Silverman, 1998):

$$\hat{f}(x) = \frac{1}{Nh} \sum_{i=1}^{N} K\left(\frac{x-x_i}{h}\right)$$

At the same time it was assumed that $K(x)$ is a density function of the standard Gaussian distribution. Parameter $h$ was estimated according to the literature recommendations as $(\frac{4}{3N})^{\frac{1}{2}}\hat{\sigma}$, where $\hat{\sigma}$ is the sample standard deviation. The results for each method are shown in the diagrams presented.
Figure 2: Density function of the fractal dimension of $\alpha$-stable Lévy motion estimated by the area-division method
Source: own elaboration
The estimated density functions are a confirmation of the previously presented conclusions. For the series of fractal dimension of not more than 1.4 it is desirable to use the modified area-division method. The issue of choosing the estimation method in the case when the fractal dimension of the series is greater than 1.4 stays debatable. It is particularly important, as in relation to the empirical time series of prices and cumulative rates of return previously obtained estimates are often relatively close to this value (Buła, 2017). In the light of the results presented, it seems appropriate to use both methods.

5. Conclusions

The results of the presented research lead us to formulate some conclusions concerning the analyzed fractal dimension estimation methods.
In the first place, it should be noted that the fractal dimension estimates obtained by the segment-variation and area-division method for the fractional Brownian motion and Lévy motion have similar properties. In both cases, the Zwolankowska method proves to lead to receiving quantities reflecting the actual fractal dimension in a larger extent and, moreover, characterized by greater stability (thus the Popperian corroboration of the initial research hypothesis was obtained). Therefore, any conclusions drawn so far about these methods remain in force.

The author’s suggestion of appropriate corrections and removal of structural flaws made the estimates obtained by the modified area-division method similar in quality to the results obtained in the segment-variation method. Moreover, the modified area-division method proved to be more precise in many cases than the Zwolankowska method. Thus, the second hypothesis was confirmed. At the same time it can be stated that the author’s cognitive and practical goals have been fully attained.

References


Protection Of Intellectual Property As An Example Of The Ownership Law On The Example Of Computer Games

Radoslaw Bulat¹, Lukasz Poplawski²

¹Ignatianum University in Kraków, Faculty of Philosophy, Kopernika 26, 31-501 Cracow, Poland, e-mail: radoslaw.bulat@gmail.com
²Department of Finance Government, Faculty of Finance and Law, Cracow University of Economics, Rakowicka 27, 31-510 Cracow, Poland, e-mail: poplawsl@uek.krakow.pl

Abstract

The article presents the role of property rights in economics, and considers manner and scope of protection of those rights in the Polish jurisprudence. In addition, as an example medium, computer games are considered, as their status in the legislation is not clear. This work defines the conditions and the object of legal protection, its exceptions, as well as focuses on the most common cases of its violation. Final conclusions draw attention to the need of making the rights to intellectual property more detailed for new technologies and media that have created for themselves a niche in the new economic model.
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1. Introduction

The Polish Copyright Protection Act covers many cultural works and techniques created by man, some of them being mentioned there in detail, such as computer programs. Information technologies, however, are a constantly evolving medium, which sometimes gives rise to doubts as to the classification and scope of protection of certain content. The aim of this study is to present a very specific subgenre of computer games, their legal qualification, and the possibility of fair use, both as works of art and sources of their own inspiration in the creation of subsequent quotation works – from the point of view of property rights in institutional economics. The following research methods were used in the work: descriptive, induction, deduction, analogy and literature analysis.
2. Property rights in the case of digital goods

When considering the law and protection of intellectual property in business, it is impossible not to refer to institutions set up by the state in order to implement public tasks in this area, i.e. legal conditions that are located in the legal and economic system of a given country. In the case of this article it will be examined on the basis of Polish jurisprudence. It is assumed that a set of institutions established by the state for the purpose of public tasks being the expression of the state’s function based on the public sector (Lubińska, 2010, p. 56). It is an important element of modern economies, a part of them that serves general and full service functions in relation to society (Szewczuk, Ziolo, 2008, pp. 18–19, Kleer, 2008, p. 34, and Miłaszewicz, 2015, pp. 127–135), only that this utility should protect the ownership rights of entities. From the right to a given entity, it follows that an unauthorized person can not use it, nor spread as their own work as a whole.

In this context, it is necessary to pay attention to the problem of ownership rights in the theory of property rights. The protection of intellectual property is a special case which can be described by a number of proprietary rights, they are: the right to use property, the right to benefit from ownership or the right to dispose of an item and to sell it. In this case, it should be considered whether the computer game should be subject to the protection of intellectual property from the point of view of ownership, as it can most often not be described as a physical object, but only some amount of structured data. As such, the right to use, can have a waiver clause for some activities that are prohibited (for example reverse engineering, or using it after a set period of time in case of trial software). Similarly, for many contemporary computer programs, which are merely sold as licenses or services, the right to resell might also be waived by end-user license agreement which binds the buyer with a legal contract with the seller, and might contain some other clauses not included in the general ownership law.

Still, those are the conditions set by the seller himself, and as such, license agreements cannot be looked upon as a source of general law, as the Polish jurisprudence system is not based on judicial precedents (like for example an American one) which could be used as a law source. So the exact legal status of digital goods has to be determined on the constitutional basis, with court case proceedings used only as a demonstration of applying it in practice.

3. Legal conditions

It would seem that the classification of a computer game as a computer program (which is mentioned expressis verbis in the body of Article 1 paragraph 21 of the Act of 3 February 1994 on copyright and related rights, Journal of Laws of 2016 item 666 (next as the Act)) it should not raise any more doubts, due to the medium used – the game is in fact a processed record of a computer program created by man. It also exhausts the marks specified in article 1 point 1, and these are:

- a manifestation of creative activity (which, apart from some cases, which may be the use of automatic tools that create a computer code – is met)
- of an individual character (which is fulfilled if the software does not bear the signs of plagiarism)
- determined in any form (exists in the form of a program listing or machine code)
However, the very nature of the work and its purpose may raise doubts. Article 1 paragraph 2 point 1 of the Act referring to computer programs as works, gives as a definition of the category to which they belong: “expressed in words, mathematical symbols, graphic signs”. A computer game, as an element of a strictly multimedia category, despite the fact that it was written in a given programming language is more than a listing of commands on the screen (and is not intended to be played in this form – it is not literature that we can read). It can be presumed that the reproduction of the work by the recipient in the form intended by his creator differs from his “expressed in graphic signs” in the same way as the performance of Chopin’s piece from his score – both of them are works, but of a completely different category and function. Thus, a slightly different classification of the work seems to be more appropriate – not according to its actual form of representation (which is inconsistent with Article 1 (1) “Regardless of ... the method of immortalization”), and only according to the reception method as intended by creator of the work, taking the form of a video game based on multimedia (Matusiak, 2014, pp. 200–216).

In addition, in Article 1 paragraph 2 point 2, one can read: “Protection can only cover the way of expression; they are not covered by the protection of discoveries, ideas, procedures, methods and principles of operation and mathematical concepts “, which further strengthens the conviction that the basis for the qualification of the game cannot be its similarity to the graphic record. The components of the binary code that is the basis of the work are “mathematical concepts” and “ideas” that make up the programming language used and the use of programming tools that are not protected as such (and as mentioned before, can be machine generated and what hence, do not fulfill the condition of manifestation of creative activity). The way of expression (which is protected) is a combination of multimedia organized by the creator in a specific order, aimed at causing the recipient to experience certain emotions (emotions resulting from using the game or tracking its plot). Consequently, it may be tempting to include computer games as products subject to the protection of copyright – on the same principle – as “audiovisual (including film) works” (Article 1 paragraph 2 point 9 of the Act), because it is more like the medium in which the content of the work is available to the recipient, which can then be evaluated, quoted or further inspired. A similar interpretation is also included in the line of judicial decisions, where the definition of an audiovisual work has been interpreted, among others: “an audiovisual work is not only a “classic” feature film, but also “filmed” theater performance, documentary movie or TV commercial. Characteristic for the essence of this concept is the movement factor, fixed with the use of appropriate technical devices, as well as an element of cooperation of numerous entities in the process of creating such a work” (2012.11.20, Court of Appeals in Gdańsk, reference number I ACa 176/10) or “Work audiovisual is a work (and thus a manifestation of creative activity of an individual character) expressed through a series of consecutive images, with or without sound, recorded on any medium that enables multiple playback, evoking the impression of movement” (2006.11.29, District Court for the city of of Warsaw in Warsaw, reference number IV K 80/06). According to this concept of an audiovisual work, a computer game fulfills all the above criteria, although it treats it more broadly than a film offering much more freedom in the order of reproduction of the “images” that constitute the whole work.

Therefore, the appropriate, as assumed by the creator, use of his work is not so much browsing its structure (which as a decompilation is usually prohibited by the product license), but playback on adapted electronic equipment (Flisak, 2008, p. 95), the buyer has the right to repeated play of all the elements that make up a computer game as he would prefer to fulfill his enjoyment. He also has the right to use fragments of the game (mostly
visual) by virtue of the quote right, creating his own reviews, parodies or descriptions. However, this law has its limits, which are now quite often violated or considered fluid...

Before discussing specific cases of the use of multimedia that are provided to users by a computer games producer, the general legal interpretation currently in force (Art. 29 of the Act) should be provided: “It is permissible to quote fragments of widespread works in works constituting an independent whole (…), to the extent justified by objectives of quote, such as explanation, polemic, critical or scientific analysis, teaching or the rights of a genre of creativity”. An additional requirement is to provide the source and author of the quote. (Article 34 of the Act)

As we can see, not every use of a piece of someone else’s work can be justified, mainly due to two restrictions:

- the requirement of independent wholeness – a condition that is quite simple to fulfill – the quotation has to be included in something that is also a work according to the definition of the Act, and therefore being an individual creation. Consequently, it must contain a certain contribution of work and character. The exception (Traple, 2005, p. 346) may be the collection of aphorisms and quotations, which are their only content – in this case the creative contribution is their selection and ordering.

- requirement for legitimate purpose – the Act clearly states that the quote must perform the necessary function in the work – it can be explained, analyzed or polemized with, but only for the purpose required by the work of our authorship. Quoting anything in a form detached from the context or only as decorum, does not meet the conditions of the right to quote.

Coming back to the computer games industry – the most common methods of “quoting” multimedia works are images (screenshots) or film fragments depicting the playthrough of quoting person.

Everything indicates that the practice of creating screenshots, while fulfilling the other premises, falls within the scope of the right quote as well as the creation of a physical photograph of a work. The creative participation of the player here is the use of the game so that it allows to get the right shot or frame (sometimes with high aesthetic or compositional value) – which often requires individual skills. However, the other conditions of the quotation must also be met – the source (in this case the name and the author of the original work from which the photograph is taken) and purposefulness – the approach should illustrate or emphasize the part of the creation of the photograph. In this case, it is allowed to create frames illustrating press articles, reviews or any other own creation, provided that they form a common whole with it. A quite controversial case may be internet galleries containing the pictures themselves, but citing the casus (Traple, 2005, p. 346) about the collection of quotations, such use seems also acceptable.

In Polish case law, one can not encounter matters regarding screenshots of computer games. The only known case of such a ruling is the decision of the Court of Appeal in Warsaw of 20.01.2014 (reference number I ACa 1214/13) regarding screenshots of the website. “Using printscreen is a fairly common practice if you want to show off the photo itself (...). Placing this printscreen was meant to show (...) This is confirmed by printouts attached to the lawsuit, which show that the site (...) has a printscreen, or screenshot (...). This picture in a very good way illustrated the text that appeared on the site (…), due to
the content of the photo. The court accepted the position that the use of the right of quote in relation to screenshots is allowed and consistent with the other uses of quotations.

Another case of the use of images are promotional materials of game developers, which in principle are covered by the same restrictions as any other work, but they often have the opportunity (given to them by their creator) to use them on the basis of press material (in the case of images does not apply Art. 4 Act, excluding “simple press information” from the protection). In this case, as dissemination of the free artwork (trial material) is in the interest of the creator – it is possible to publish them.

4. Audio video recording and the quotation right, in the context of the issue of payment for intellectual value

It would seem that audiovisual recording or streaming do not differ significantly from screenshots in practical terms. However, looking at the issue, it is clearly visible that the recorded or transmitted game is not much different from the form in which it was intended for distribution by its creator, the only additional issue may be the player’s skills or commentary. The decisive factor in this case is the proportion – between the length of the quote (the game being recorded) and the commentary (own contribution, allowing the film to be considered a new work). While the fragment of the game during a long review, embellished with the commentary of the player emphasizing individual production features, falls within the scope of the right to cite in polemic or analysis, the so-called “Let’s Play” movies (frequently recorded live broadcasts of the game from the beginning until the end) one can no longer join with any of the premises for the quote. Such activity, although socially acceptable and frequent, according to the interpretation of Polish law contained in the Act, is not allowed, and taking into account its additional monetization through the income from advertisements displayed during such films, breaks additionally fragments of the Act on profiting from someone else’s work.

An interesting exception in Poland may be the company CD Projekt RED, which in the license agreement (so-called EULA) grants purchasers of its product the rights to, among others, broadcast the game (“We give you permission to create fan work (e.g. machinima, ‘Let’s Play’ or other videos, artwork and fan mods) regarding CD PROJEKT RED games, unless our legal Rules for a game in question say differently.”)

An additional aspect regarding the use of computer game registering is the aforementioned monetization. What is monetization in its most popular approach? This is to benefit from viewership of user-created content by including short advertisements into it. Depending on the popularity of a given game (review or Let’s play) and its audience, the number of ad impressions coming from external entities, which pay the fee to the author of the material, also increases. Practice in Poland indicates that these are rather small amounts (as opposed to similar rates, e.g. in the United States), nevertheless it is a measurable form of payment for the creator for his work – even if he is not rewarded directly by its recipient. At this moment, the video generates revenue for its creator, which is, of course, is allowed under the Act, under Article 17. “The creator has the exclusive right to use the work and dispose of it in all fields of exploitation and to pay for the use of the work”. Monetization of video recordings is therefore one of such forms of remuneration, derived from seemingly free goods in access.

3 However, the defendant lost the case due to his failure to comply with the requirement to provide the source of publication.
As outlined above, within works (user recordings) it is permissible to use the quotation right, which at the same time does not preclude the recognition of the newly created creation as a work separate from the cited (if the statutory conditions were met). In this case, monetization does not apply to cited works – they are used by fair use and their author does not receive any remuneration. Despite this fact, as quoted earlier, there are cases of granting a free license for a wider use of legally protected material – this brings to the authors of the computer game immeasurable profits, consisting of its promotion among gamers.

What about the improper use of legally protected material (violating the intellectual property rights of the creator, exceeding the permitted use and / or not licensed to use it in another work)? In this case, Article 79 of the Act applies: “The rightholder whose copyright property has been violated may demand from the person who violated these rights:
1) discontinuation of infringement,
2) removing the consequences of the infringement,
3) repairing the damage caused (...),
4) issuing the benefits obtained."

As you can see in this case, the creator of the original work may demand payment for its use, as well as the release of benefits obtained by the plagiarist. Moreover, the provision applies irrespective of the fact of any revenue by the infringing party – the use of someone else’s work may (although not necessarily – the case with deliberate licensing) lead to violation of measurable property rights and involve criminal liability.

5. Conclusions

It should be emphasized that not only the right to own a given value is important but also other proprietary rights. When considering property rights issues, they should therefore be associated with applicable standards. It should also be noted that these property rights are a basic factor of economic efficiency or wealth creation. Protection of intellectual property is a special case of ownership rights, which in the case of a computer game was presented in this work.

Copyright law regarding computer games as a medium, in Poland still needs to be more detailed. Continuous development of technology causes the creation of spheres that cannot be fully classified with 100% certainty in accordance with the letter of the law. Judicial jurisprudence seems to be a clue here, but still a large part of this market segment is based on customary practices that are not always “good practices” and often, despite public consent, conflict with the written law.
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Abstract

The main aim of the article was to determine how the concept of social responsibility is used at Czech companies across selected sectors. Partial aims were to define key stakeholders, identify the stage of use of the social responsibility concept and to identify the specific tools within the economic, social and environmental pillars. Investigations ascertained that key stakeholders are considered employees, consumers, business partners and, last but not least, the general public. Most companies that apply CSR are in the stage of random use of a specific tool for a specific purpose without inclusion in the annual plan. The tools that respondents most often mentioned in the individual pillars in the economic sphere are customer relationships and compliance with labor standards with internal stakeholders and sponsorship of external stakeholders in the social sphere. In the environmental sphere, measures and devices for energy saving, recycling of waste from administrative activities and optimizing the use of vehicles are applied most often. Although most of the respondents labelled CSR, including tools for Green Marketing, as beneficial, the wider application of CSR as a comprehensive tool, i.e. when applying the principle of Triple Bottom Line (TBL), is still limited within Czech companies.

Keywords: Corporate social responsibility (CSR), Triple Bottom Line (TBL), Green Marketing, stakeholders, stage of use of CSR tools, relevance of CSR tools

JEL Code: M14, O13, Q01

1. Introduction

The topic of social responsibility (CSR) penetrates into the considerations of both the general public and companies regardless of their size and focus. The social responsibility is not always seen by the management as a comprehensive tool or concept that must be applied in the long term (Broomhill, 2007). On the one hand many companies see CSR as a strange and expensive element that does not necessarily lead to benefiting the company or stakeholders (Doane, 2005; Jenkins, 2005; Freeman, 2013). On the other hand, CSR is accepted by the management of many companies as an everyday part of their corporate
philosophy that strengthens the position of the company in the following areas: reducing cost and risk; strengthening legitimacy and reputation; building a competitive advantage; and creating win–win situations through synergistic value creation (Kurucz et al. in Carroll, 2010). Among Czech companies CSR represents relatively new qualitative level of internal and external relationships which are also gradually finding their ways into daily firms’ activities.

At the end of the 19th century in the United States, companies began to focus their attention on the welfare of their employees, and the first employee social programs began to be implemented in a limited scope (Carroll, 2008). Philanthropic activities aimed at the public also began to develop in the same period (Tarn, 1973). H. Bowen’s Social Responsibilities of the Businessman, which was first published in 1953, can be considered a significant turning point in the development of CSR (Bowen, 2013). Particularly the social aspect of business was in the spotlight at this time. Later on Carroll (1979) in his publication A Three-Dimensional Conceptual Model of Corporate Performance, in addition to economic responsibility, stresses the importance of variables such as compliance with laws, ethics and voluntarism. However, the significance of this study consists of the creation of a three-dimensional model where the axes of the model represent the inclusion of social issues such as consumerism, the environment, discrimination, product safety, and stakeholders. The model represents a concept that can help management in its systematic thinking about key elements of social responsibility and planning. In the 1980s, E. Freeman’s (1984) publication Strategic Management: Stakeholder Approach had a significant impact on the development of social responsibility. The publication expanded on the traditional understanding of a shareholder, i.e. as someone who is only associated with a company because of economic interest, as well as stakeholders, who were company owners, management, and employees as the representatives of so-called internal stakeholders. Freeman ranks the following as external stakeholders: suppliers, customers, consumers, a closer and more distant community, and government authorities, representatives of the media, political groups, various trade associations and the competition. Another key moment was the increasing interest of the professional and general public in the issue of the environment. In 1987 the United Nations World Commission on Environment and Development published its Our Common Future study, also known as the Brundtland Report, which among other things addresses conditions for sustainable development in three key areas: economic, social and environmental (Mitchell, 1991).

Elkinkgton (1994) published Toward the Sustainable Corporation: Win-Win-Win Business Strategy for Sustainable Development. Author stresses the need to understand the responsible business as a comprehensive approach in three key areas, namely economic, social and environmental, i.e. the Triple Bottom Line principle (TBL). In conjunction with the stakeholder theory, TBL enables companies to focus defined activities on specific stakeholders. Promoting the idea of social responsibility also appeared in 1999 at the World Economic Forum in Davos, where then Secretary-General Kofi Annan urged the world’s leading entrepreneurs to adopt and approve the initiative of shared values and principles in the areas of human rights, labor and environment, called the Global Compact. (Tencati et al., 2004). In the Global Compact document (2013), the United Nations (UN) defines ten principles divided into four areas: human rights, working conditions, the environment and anti-corruption measures. Gradually, countless evaluation mechanisms have been created with aim to help with the objectification of the effects of CSR both as self-evaluation, and evaluation methods by an independent third party. The late 1990s saw the creation of one of the biggest evaluation systems, i.e. the Global Reporting Initiative (GRI), which is constantly being improved and being used ever more often. A standard
according to the International Organization for Standardization – ISO 26000 appeared in 2010. The standard recommends steps for companies that want to manage their business activities according to the principles of social responsibility. Other used standards in the social sector focused on internal stakeholders include Social Accountability – SA 8000, Occupational Health and Safety Standards – OHSAS 18001. Effectiveness of philanthropy can be measured by tool developed by London Benchmarking Group (LBG). An implementation and evaluation system called KORP, which is based on the methods of the Global Reporting Initiative – GRI, was developed in the Czech Republic. For the needs of agricultural practice, worth mentioning is the French method Indicateurs de Durabilité des Exploitations Agricole – IDEA modified for conditions in the Czech Republic (Konečná, 2014).

Green Marketing (GM) appeared later than CSR. Midway through the 1970s, the American Marketing Association (AMA) organized the first ever Ecological Marketing workshop (Polonsky, 1994). A publication called Ecological Marketing was later published by authors Henion and Kinnear (1976), in which Green Marketing was first defined as the "study of the positive and negative impacts of marketing activities in relation to environmental pollution, energy consumption and other sources". The American Marketing Association currently perceives Green Marketing as a complex of activities assessed from three different angles. The first is: Retail approach – this is the "marketing of products which are deemed environmentally friendly"; in terms of social marketing, the second is: “The development and marketing of products made with regard to minimizing the impact on the environment or its improvement,” and the third environmental view – GM, is described as “the efforts of organizations to develop, produce, promote, package and recycle products in a manner that is responsible and sensitive to the environmental interests of society” (AMA, 2013).

There are several reasons for why companies focus on its use. Green Marketing is seen as an opportunity to achieve their goals, and it is also a conviction of the moral obligation to behave responsibly toward society. An indispensable fact is the increasing pressure by government authorities on the responsible behavior of companies with respect to the environment. The influence of competitive pressure may be another reason for the adoption of Green Marketing. Last but not least, these include increasing costs of raw materials and waste disposal (Polonsky, 1994; Chen, 2011). Along with this, increasing public awareness of environmental issues means that consumers are beginning to gravitate towards green products (Makower, 2009). However, this does not mean that consumers are able to easily get their hands on green products. Companies are not always able to manufacture and sell products so that consumers are aware of their utility value. Many good products entered the market at a time that was not yet ripe for such products. Nor should we forget the generally long time that it takes to introduce a new product, which takes 5.4 to 8.5 years even in high-tech and consumer (economically) advanced countries (Chandrasekaran and Telis, 2008). Companies are also not always able to clearly communicate the usefulness of green products to consumers (Ottman, 2006). There are studies that show that consumers still do not believe claims of companies about the environmental safety of products (European Commission, 2013) or even that the number of unbelieving consumers is increasing (Gfk, 2013). This trend may be related to the apparent contradictory business and product thinking as stated by John Grant in his book The Green Marketing Manifesto (Grant, 2010). At the moment when business ethics are not based on solid foundations, pragmatic business (sales) thinking can prevail that will result in so-called Greenwashing, i.e. unconfirmed, and in some cases even false claims about the
environmental safety of products. Irresponsible behavior by companies toward the environment and a series of greenwashing scandals are behind the decline in consumer confidence in green products (Leonidou, Skarmeas, 2015). For an objective assessment of environmental impacts, systems for the implementation and evaluation of environmental management systems were developed over time into a family of standards ISO 14000. The EMAS, i.e. Eco-Management and Audit Scheme program is a higher degree that can be used to evaluate environmental responsibility.

The article deals with the use of the concept of social responsibility by companies in four sectors (industry, services, transport and agriculture). The aim of the research was to define key stakeholders, to determine whether companies use the social responsibility concept, and what stage of the application of this concept that they are at. The tools used in the different pillars were also identified, and whether or not these tools are evaluated in some way. Finally, the opinion on the benefits of applying social responsibility and marketing products for the company was examined.

2. Methodology and Data

The article has an exploratory research nature. Attention was focused on relationships and development in key areas of social responsibility, i.e. economic, social and environmental sectors. The questionnaire was created using the Lime Survey tool and contained 26 questions. The questions were divided into seven thematic groups: identifying questions, an introduction in which it was examined how the company approaches the application of social responsibility, and what tools it uses in the social and environmental sector in relation to internal and external stakeholders. Another group of questions focused on the economic sector, followed by questions that deal with the evaluation of CSR at the company. Closed questions – a selection of options, the Likert scale and semi-closed questions were used. Respondents were selected from the databases of the Confederation of Industry of the Czech Republic, European Databank (EDB), AgroSeznam s.r.o., and the Complete Database of Czech Companies. The focus of economic activities according to CZ NACE and the number of employees was checked. A total of 600 companies were contacted via deliberate selection according to the following keys: 150 entities were contacted in each sector. The numbers of companies is based on the percentage composition of EU firms according to size (European Communities, 2006). A total of 570 small and medium-sized companies and 30 large companies were contacted. The questionnaire was distributed by e-mail with a cover letter and a hyperlink to the website with the questionnaire. A total of 121 properly filled questionnaires were returned. In terms of sectors, 16.5% of the respondents were from industry, 7.4% from agriculture, 5.1% from transportation and 70% from the service sector. In terms of company size, 73.8% were small companies, 16.7% medium companies and 9.5% large companies.

3. Results

In terms of identifying external key stakeholders (see Figure 1), the results indicate the important position of customers and consumers (74%), followed by suppliers and business partners (45%), and the public (38%). According to the results, less relevant stakeholders can be regarded non-profit organizations, including environmental groups (31%), government institutions and bodies (29%), the media (19%), competitors (17%),
educational institutions (19%) and the local community (14%). Among the most important internal stakeholders were employees (57%), while owners and investors (31%) and unions (12%) were specified less often.

Figure 1: Key stakeholders
Source: Authors, 2017

Social responsibility tools are used by 46% of the companies from the sample, while 54% do not use them, 40% are not considering using CSR tools, and 14% are generally considering using them. Of all of the companies, 17% are in the state of random use of a specific tool for a specific purpose without inclusion in the annual plan. Of all of the companies, 15% use the CSR tools in a planned manner with inclusion in their annual plan, while its impacts are only evaluated by 5%, and the remaining 10% do not evaluate the impact of the tools. Only 14% of companies include the tools in a strategic plan and also evaluate their impact (see Table 1).

Table 1: Stages of preparedness of application of CSR tools

<table>
<thead>
<tr>
<th>Use of tools</th>
<th>Stage of use of CSR tools</th>
<th>Relative frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>We are not considering use of social responsibility tools</td>
<td>40%</td>
</tr>
<tr>
<td>No</td>
<td>In the stage of general consideration of use (we are considering the advantages and disadvantages)</td>
<td>14%</td>
</tr>
<tr>
<td>Yes</td>
<td>In the stage of random use of a specific tool for a specific purpose without inclusion in the annual plan</td>
<td>17%</td>
</tr>
<tr>
<td>Yes</td>
<td>In the stage of planned use of specific tools included in the annual plan, but without evaluation of the impact</td>
<td>10%</td>
</tr>
<tr>
<td>Yes</td>
<td>In the stage of planned use of specific tools included in the annual plan with evaluation of the impact within the annual plan</td>
<td>5%</td>
</tr>
<tr>
<td>Yes</td>
<td>In the stage of including specific tools in a strategic plan and the everyday life of the company with regular evaluation of impact</td>
<td>14%</td>
</tr>
</tbody>
</table>

Source: Authors, 2017
In the internal area of the social pillar of the company, in particular adherence to work standards, development of human capital and the safety and health of company employees are applied. They also take into consideration balance of the personal and work life of employees and the creation of equal employment for minority and vulnerable groups of citizens. Communication with the owners and shareholders is used at a lower frequency within the social sector. From external tools, they most often use sponsoring, cooperation with other external stakeholders, volunteering, cooperation with the local community and corporate philanthropy.

In the environmental sector, companies focus most on measures and installation of equipment for energy and water conservation, recycling of waste from administrative activities, optimization of logistics and the use of vehicles. They also purchase raw materials from local sources, minimize the need for packaging materials and they use recycled raw materials during production. Environmental training and cooperation in environmental activities with external stakeholders are also mentioned. Tools that are used less often include the use of standards (ČSN ISO 14001) and an active approach system for monitoring and management, and a gradual reduction of environmental impacts (EMAS). Renewable energy and waste management from main production in terms of recycling are also used less often. At farm enterprises, a number of activities stem from the very nature of agricultural activity, its relation to the environment, and in particular to land. In the environmental sector, businesses are particularly concerned with maintaining soil fertility, utilizing technologies to treat soil that improve carbon absorption and maintaining crop diversity and implementation of welfare in animal breeding.

In the economic pillar, companies primarily focus on maintaining relationships with customers, fair supplier-customer relationships, use of the principles of good management, implementation of the code of business conduct, transparency, quality and safety of products and services. Companies also focus on intellectual property protection, good investor relations and marketing ethics.

Of the companies that apply CSR, 53% do not evaluate it, 31% carry out self-assessment and 16% use external evaluation. The particular methods used for self-assessment and evaluations of external evaluators are measurements based on knowledge gained from questionnaires from stakeholders, OHSAS 18001, measurements on the basis of analyzing the content of annual reports, indexes evaluating corporate reputation, ČSN ISO, EMAS, checking of fulfilment of an own plan in strategic documents and own non-standardized evaluation methods. Respondents cite the use of environmental certificates “Environmentally Friendly Product” and “Green Point”. Mentioning the Green Point as an environmental certificate indicates erroneous understanding of the purpose of the label. Green Point is a trademark, which means that a fee was paid for the labelled container by organization EKO-KOM (EKO-KOM, 2016). Three quarters of companies do not use any environmental labelling certificates.

In terms of evaluation of views on CSR (see Figure 2), 52% of companies deem use of the tools as beneficial, 44% were not able to evaluate it, and 4% rather disagreed with the fact that the use of CSR tools would be beneficial for the company.

Respondents saw a major contribution in the field of building the brand (company) credibility, creation of quality relationships with key stakeholders, responsibility to future generations and the Earth. In terms of Green Marketing (see Fig 2), 56% of respondents see its use a beneficial for the company, 36% were not able to evaluate it, and 8% rather disagreed with the fact that the use of marketing product tools would be beneficial for the company. Respondents saw the main areas of contribution in building the brand image,
responsibility to future generations and the Earth, and for the own conscience of the manager (owner).

![Figure 2: Opinion about social responsibility tools and Green Marketing](image)

Source: Authors, 2017

### 4. Discussion and Conclusions

When identifying external key stakeholders, the results show the important position of customers, consumers, business partners, the public and suppliers. These results correspond to similar findings published in the work of Zonnenshain (2012), thereby confirming the significant position of so-called stakeholders with a direct link to a company. The most important internal stakeholders are employees. The importance of employees as key stakeholders is mentioned, for example, in the work of Perrini et al. (2007).

Social responsibility tools are used by almost half of the companies in the sample (see Table 1). Of the companies that do not use CSR, only a small part of them are at the stage of general consideration of use. Of the companies, 17% are in the random use stage without including it in the annual plan, which corresponds to claim of Broomhill (2007), which states that CSR is not always understood by management as a complex tool that must be applied over the long term. The CSR concept accepted by the management of companies as a daily part of corporate philosophy as it is understood (Kurucz et al. in Carroll, 2010) is used by only a small part of companies (14%) that include the tools in their strategic plans and also evaluate their impact. A possible reason for the relatively low application of CSR may be the opinion that the application of CSR is financially demanding, and that it simultaneously leads the management of the company away from the main mission of generating profits. Similar views are held by Jenkins (2005) and Doane (2005).

More than half of the companies (Fig. 2) that apply CSR consider its use beneficial, primarily in terms of strengthening the good reputation of the company (brand). Kurucz et al. in Carroll (2010) has a similar opinion. Building quality relationships with key stakeholders is also stated. Many authors, e.g. Freemann (1984), Carrol (1979), point out the significance of good relationships. Other social responsibility benefits include a responsible approach to future generations and the Earth, which may indicate an effort to exercise certain principles of sustainable development. Although 56% of companies see the use of
GM as beneficial, only a small part declares the use of tools for its evaluation (use of environmental audit, labelling of products with ecolabels and bio labels). Ownership of certificates is a prerequisite for successful communication of green products to consumers. It is also necessary to explain to consumers the higher utility value of green products, which is not always successful (Ottman, 2006).

The research found that the concept of social responsibility is used by less than half of the surveyed companies across sectors. Of the companies that apply CSR, most of them are in the stage of random use of a specific tool for a specific purpose without inclusion in the annual plan. The key stakeholders are considered employees, consumers, business partners and, last but not least, the general public. The tools that respondents most often mentioned in individual areas are relationships with customers in the economic sector, and in the social sector, compliance with labor standards for internal stakeholders and sponsoring for external stakeholders. In the environmental sector, companies most often focus on measures and installation of equipment for energy and water conservation, waste recycling from administrative activities, optimization of logistics and the use of vehicles. In terms of evaluation of social responsibility, the majority of companies that use CSR stated that they do not carry out any evaluations.

This result corresponds to the first stage of readiness of a company to use CSR, wherein most companies reported that they tend to use the tools randomly. If an evaluation takes place, then usually it is done through self-assessment. The fact that evaluation by a third party was not used is related to the low incidence of companies awarded with eco-labelling certificates. Although most of the respondents marked CSR (including product marketing tools) as beneficial, the wider application of CSR as comprehensive tools, i.e. when applying the principle of Triple Bottom Line (TBL), is still quite limited within Czech companies. In order to better understand this complex issue, it will be necessary to carry out more detailed research focused not on CSR as a whole, but rather on the individual parts of the TBL.
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Abstract

The financial system is a link that allows purchasing power to flow in the real economy. Furthermore, the banking system and its stability are an important element of the financial system, as well as a factor conditioning the preservation of financial stability. In contrast to price stability, financial stability is not easy to define or measure, taking into account the existing interdependencies between various elements of the financial and banking systems and between elements of the financial system and elements of the real economy. However, over the past two decades, researchers, people from central banks and other supervisory institutions have tried to measure and capture the conditions for financial stability using various measures of financial system stability. This paper sheds light on meaning of selected financial stability indicator, their methodology and information content. Detailed analysis of selected, existing measures and their tendencies tend to seek answers to questions regarding their effectiveness and adequacy in relation to the changing environment conditions and various factors affecting financial stability.

Keywords: financial stability, stability indicators, financial crisis

JEL Code: G01, G17

1. Introduction

In the post-crisis period financial stability became the basic value for the financial system. It is even more important factor of the financial system than the growth potential and innovation, which is commonly exhibited not only in legal regulations (Czerwińska, 2015). The practice of bearing the costs of possible financial institution bankruptcy mainly by taxpayers, and not by its owners, makes the stability of financial system, and in particular stability of banking system, to be considered in terms of the public weal. This highlighted...
the need to implement and enforce mechanisms and tools, that will forewarn about deteriorating situation of financial institution, which could lead to bankruptcy. Proper measurement of financial stability enables undertaking preventive actions, which could allow to reduce the consequences both for the government (granting the public aid) and for the economy in the event of bankruptcy of banks (Gradoń, 2014).

The purpose of this article is to assess the prognostic utility of selected financial stability indicators in the pre and post-crisis period. The analysis was carried out on total capital ratio (TCR), Tier 1 ratio, Z-score ratio and Bankometer ratio for banks operating in the European Union between 2005 and 2016. On the basis of statistical analyzes for banks, that were granted public aid in the years 2008–2014, the authors presented recommendations regarding the possibilities of using presented measures as predictors of financial instability.

2. Methodology and Data

In order to analyze the suitability of selected measures for predicting financial instability, the authors collected panel data regarding banks operating in the European Union (EU-28) countries in the years 2004–2016 from the Bankscope / Orbis database. In particular, data on the value of the total capital ratio (TCR), the Tier 1 ratio and the leverage ratio were obtained. The authors also calculated the values of the Z-Score indicator in two versions – with a fixed denominator (for the entire period 2004–2016) and in three-year “window” standard deviation (the beginning of the “window” is in the n-2 period, the end of the window in n period)\(^4\). The S-Score (Bankometer) was also calculated for the entire period.

A total of 8,322 entities were included in the analysis in relation to which data in the Bankscope/Orbis database were available. Due to gaps in data in certain periods, the final number of analyzed banks was slightly smaller. Based on a publications (Iwanicz Drozdowska, 2016) and (Iwanicz – Drozdowska, 2015), from all banks operating in the EU, the authors chose those banks which benefited from public aid in any period between 2004–2016. Taking into account the availability of data in the Bankscope/Orbis database, 73 banks with short-term or permanent instability were finally identified during the period considered – (group A). Each bank was assigned a period of using public aid (instability period – NS period) and the period preceding instability (meaning the years NS-1, NS-2 and NS-3 respectively). Other banks, that did not receive public aid and were not liquidated as a result of bankruptcy, were classified as group B.

Additionally, the development of the mentioned above financial stability measures in the N-1 period, in N-2 period and in N-3 period for the banks covered by public aid and by public-private support was analyzed and compared to other banks operating in the European Union in particular years.

3. Problems in defining and measuring financial stability

There is no consensus in the literature on the definition of financial stability. Conceptual differentiation refers primarily to whether the definition describes the financial stability

\(^4\) Due to such construction of the index, the first calculation concerns 2006 and takes into account the ROA standard deviation for the years 2004–2006.
of a specific financial institution (microeconomic approach), financial market (in particular the banking sector) or the entire financial system (Rogowski, Mesjasz, 2012). The term financial stability appears in the literature generally in the macroeconomic context and in this approach is identified with the stability of the financial system as a whole. W. A. Allen and G. Wood presented six criteria (characteristics) that should be covered by the proper definition of financial stability. It should be measurable, controllable, contain reference to prosperity and be subject to the influence by public authorities. Caring for financial stability should be entrusted to an institution of significant importance with a clear definition of its responsibilities, that will contribute to the achievement of goals. The definition should also take into account the fact that also non-financial enterprises and governments can be a significant threat to financial stability. On the other hand, the definition should not be too restrictive (Allen, Wood, 2006).

Macroeconomic definitions of financial stability include two approaches:

- positive – those definitions indicate conditions that must be met by financial system to be considered stable;
- negative – those definitions describe financial instability and defining financial stability as lack of it (Dobrzańska, 2016).

The first approach is represented by T. Padoa-Schioppa, who defines financial stability as condition when financial system is able to continuously perform its main functions, in particular transformation of savings into investments and ensuring an efficient and safe operation of the payment system (Padoa-Schioppa, 2002). This perspective is also expressed by Father Issing. According to his point of view, financial stability is a state, when financial system is able to provide, in a permanent way and without significant distortions, an effective transformation of savings into investments (Issing, 2003).

In the negative approach, the key issue is defining financial instability as the opposite side of stability. Chant characterizes financial instability as a condition when disturbances in the financial system negatively affect the functioning of the economy (Chant, 2003). According to R.W. Fergusson, the symptom of financial instability could be seen in price deviation of a significant group of financial assets from their fundamentals (Fergusson, 2003).

M. Iwanicz-Drozdowska links the macro- and microeconomic approach to financial stability and indicates, that the stability of the financial sector consists of stability of individual institutions (Iwanicz-Drozdowska, 2002). Stability of individual banks, sectors and financial markets, covered by the new systemic approach, depend on stability of all elements in the set, which are involved in one common mechanism, called financial system stability (Nadolska, 2017).

The concept of financial stability in microeconomic context may refer to the stable financial situation of a single entity (eg a bank). The literature describes stable entity when it is: solvent (transferable assets > transferable liabilities), liquid (liquid assets > current liabilities) and profitable (revenues > costs) (Karaś, 2017).

M. Gorczyńska, emphasizing the fact of the few financial stability definitions in microeconomic context, indicates that, a definition of financial stability of any entity, which conducts business activity, can be created by redefining the macroeconomic aspects of financial stability, and by exposing those institutions’ features, that provides proof of stability (Gorczyńska, 2013). This means that an entity with financial stability is characterized by the fact that: it operates in accordance with its purpose despite disruptions, it is able to withstand shocks (by maintaining liquidity, solvency and profitability at an acceptable level) and stays on the path of development. Stability is thus the condition of the entity, which provides it with the possibility to implement actions, that allow it to achieve
its objectives (Gorczyńska, Błach, Wieczorek-Kosmala, Doś, 2016). Thus, financial stability allows the bank to fully implement its economic functions related to raising capital and making its proper allocation.

In relation to particular banks, the lack of microeconomic stability is usually explained as lack of the entity’s ability to cover losses and the risk from equity capital (Rogowski, Mesjasz, 2012). For the purposes of this article, it is assumed that, the financial instability is situation, when a bank is forced to use public aid to maintain its ability to continue operations.

The banking system is a part of the financial system, which consist of logically related organizational forms, legal acts, financial institutions and other elements, that allow entities to establish financial relationships (Owsiak, 2002). The precondition of maintaining the financial system stability is stability of the banking sector. Banks are the most important entities for the modern financial system. What is more, services provided by them are crucial for the entire financial system and economy (Alińska, 2012). As banks play a key role in financing the economy, particular importance is given to them to ensure the stability of the whole financial system. Also noteworthy is the fact, that in many European countries their size is measured by the quotient of owned assets to GDP and it exceeds 100% (Alińska, 2012).

Financial stability of banks, as an unobservable variable, is difficult to assess unequivocally. The main problem with assessment is the multiplicity of measures and difficulty in selecting the most important one (significance should be understood as the accuracy in predicting the instability in advance) (Smaga, 2014). A crucial difficulty may also be setting threshold values, which determine whether a banking system or a specific bank is unstable.

Despite financial indicators’ intrinsic information on the health of a financial system, they have not as yet been extensively analyzed empirically. Recent efforts to improve them have mainly focused on strengthening compilation practices and data quality. A significant part of the literature on aggregated financial stability indicators examining the the endogenous relationship between macroeconomic variables and indicators of financial stability. This study belongs to the later category: Caprio and Klingebiel (1996), Gonzalez-Hermasillo, Pazarbasioğlu and Billings (1997), Demirgüç-Kunt and Detragiache (1998), Kaminsky (1999) focus on the role of macroeconomic variables in explaining specific episodes of banking crises. More recently, Cihak and Schaek (2005) incorporate Financial Stability Indicators (FSIs) in a early warning model of banking crises to assess what, if any, role FSIs play in predicting banking crises. They conclude that, FSIs have limited use as early warning indicators.

A separate stream of studies derives from the stress testing approach. Stress testing is usually a country – specific and aimed at calibrating potential financial system risks from macroeconomic shocks. Notable studies in this area include studies made by Hoggarth, Logan and Zicchino (2003), Lehmann and Manz (2006) and Arpa, Giulini, Ittner and Pauer (2005).

When we take a look into literature, the capital adequacy and solvency ratios are considered as the most important indicators of the bank’s financial stability assessment in microeconomic context (Capiga, 2008). Capital adequacy ratios are perceived by banking supervision, business environment, clients and bank creditors as a synthetic tool for assessing stability of entity (Kopiński, 2008). The basic measures of capital adequacy, in accordance with the CRD IV / CRR package, are core capital ratio, Tier 1 capital ratio and total capital ratio.
The authors of studies on the financial stability of banks use various types of credit risk indicators. For this purpose the NPL indicator is most commonly used one (Haq, Haeney, 2012). An increase in its value means an increasing credit risk of the bank. The second group of credit risk measures are indicators, which evaluate distance from bankruptcy. In this case, the Z-score index is most commonly used one (Roy, 1952). It is an inverted measure of the bank’s probability of insolvency and points to the so-called bank’s distance from bankruptcy, which may be caused by the lack of profits stability and lack of risk coverage in equity (Barry, Lepetit, Tarazi, 2011).

According to the IMF recommendations in the area of assessing financial stability, multi-index indices can be indicated as a measure of financial stability based on risk analysis. S-score (Bankometer) is a measure which has quality of minimum number of parameters with maximum accurate results. It uses Capital Adequacy Ratio (CAR), Capital to Assets Ratio (CA), Equity to total Assets (EA), NPLs to Loans (NPL), Cost to Income ratio (CI), Loans to Assets ratio (LA) to predict the financial problems of banks. The form of the equation is as follows:

\[ S = 1.5 \cdot CA + 1.2 \cdot EA + 3.5 \cdot CAR + 0.6 \cdot NPL + 0.3 \cdot CI + 0.4 \cdot LA \]

All banks having ‘S’ value greater than 70 are solvent and termed as super sound banks, while those banks having ‘S’ value below 50 are not solvent. The area between 50 and 70 is defined as gray area because of the susceptibility to error classification (Altman, 1968).

Important tool for assessing the stability of banks at the micro level are also stress tests conducted in recent years. The literature distinguishes two levels of stress test: microeconomic level stress tests are carried on the portfolio of individual institutions and macroeconomic level uses aggregated data at the entire system level (Solarz, 2010).

Real annual growth rate of non-financial sector deposits can be used as an example of indicator to analyze the bank’s financial stability from the depositors’ perspective. This measure is generally used to assess the depository discipline. What is more, it is an important source of information on the perception of bank stability by the stakeholder groups.

Regardless of the choice of a given measure to assess financial stability, it is necessary to ensure its comparability both geographically and historically. The monitoring of indicators should cover not only the scale of its changes, but also their direction and variance. The literature indicates also the need to conduct qualitative research, in parallel to quantitative analyzes, including impact of regulation on the financial system and financial stability (Dobrzańska, Kosycarz, Pietrzak, 2016).

4. Results

In all cases, the TCR indicator, three years before granting public aid to banks, that benefited from it, exceeded level required by the capital requirements for the banking sector, i.e. 8% (table 1). The TCR value lower than 8% two years before obtaining financial support, was achieved only one bank – Bank of Cyprus Public Company Limited – Bank of Cyprus Group (7.8% in 2011). The situation was the same one year before the public aid was granted – also the Bank of Cyprus Public Company Limited – Bank of Cyprus Group did not meet the capital standards set by Basel II standards (its TCR equaled 0.9% in 2012).
Table 1: Average values of TCR index divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NS-2</td>
<td>11.26</td>
<td>11.06</td>
<td>12.86</td>
<td>11.06</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td>11.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>22.29</td>
<td>18.28</td>
<td>18.76</td>
<td>17.58</td>
<td>17.08</td>
<td>18.52</td>
<td>18.75</td>
<td>18.84</td>
<td>20.22</td>
<td>21.13</td>
<td>22.02</td>
<td>21.56</td>
<td>19.42</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

In accordance with the current regulations, resulting from the Basel III guidelines, implemented to European legislation by means of the CRD IV / CRR (Regulation (EU) No 575/2013) package, it should be stated, that only ca. 28% of the analyzed banks in NS-1 and 40% of banks in NS-2 would meet capital requirements, taking into account the maintenance of the capital conservation buffer. This means, that the currently applicable capital requirements would significantly facilitate the anticipation of a negative financial stability assessment in the future. The standards set with Basel II should be considered insufficient.

Also considering Tier 1 in the perspective of regulatory requirements before the implementation of Basel III provisions, it should be clearly stated that it was not an effective tool for forecasting financial instability. The values of the Tier 1 ratio, in the years preceding financial instability, were lower than the average for the B group banks. However, they met the minimum standards in almost all the analyzed banks of the B group (table 2). As in the case of TCR, also for Tier 1 ratio, the reference of the current capital requirements resulting from the CRDIV / CRR package to historical data would limit the number of banks, that meet the standards only to 30% for NS-3 and NS-2 and 23% for NS-1.

Table 2: The average values of the Tier 1 ratio divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9.85</td>
<td>8.45</td>
<td>8.34</td>
<td>8.00</td>
<td>10.30</td>
<td>10.81</td>
<td>10.91</td>
<td>11.10</td>
<td>11.05</td>
<td>15.71</td>
<td>16.53</td>
<td>18.48</td>
<td>19.09</td>
<td>12.19</td>
</tr>
<tr>
<td>NS-3</td>
<td>8.00</td>
<td>7.81</td>
<td>8.95</td>
<td>8.46</td>
<td>7.56</td>
<td>9.15</td>
<td>10.35</td>
<td>11.10</td>
<td>11.05</td>
<td>15.71</td>
<td>16.53</td>
<td>18.48</td>
<td>19.09</td>
<td>8.61</td>
</tr>
<tr>
<td>NS-2</td>
<td>8.04</td>
<td>8.81</td>
<td>8.58</td>
<td>7.57</td>
<td>8.53</td>
<td>9.38</td>
<td>8.46</td>
<td>7.54</td>
<td>7.54</td>
<td>7.54</td>
<td>7.54</td>
<td>7.54</td>
<td>7.54</td>
<td>7.54</td>
</tr>
<tr>
<td>NS-1</td>
<td>7.64</td>
<td>7.29</td>
<td>9.37</td>
<td>6.91</td>
<td>9.59</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
<td>5.77</td>
</tr>
<tr>
<td>Total</td>
<td>19.40</td>
<td>15.97</td>
<td>16.82</td>
<td>16.46</td>
<td>14.72</td>
<td>15.11</td>
<td>16.13</td>
<td>15.60</td>
<td>15.40</td>
<td>16.61</td>
<td>18.20</td>
<td>18.97</td>
<td>18.64</td>
<td>16.89</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

Significant differences in the value of the leverage ratio in group A and group B are also noticeable. On average, in group A, the value of this indicator was more than 50% lower than in group B (table 3). However, it should be noted that, given the currently implemented regulations (minimum value of the leverage ratio of 3%), only 3 banks would

---

5 The scope of the proposed solutions and the implementation schedule has been posted on the pages of the Basel Committee on Banking Supervision, http://www.bis.org/publ/bcbs179.pdf, p.16

6 Since 2019 at the level of 2.5%. In addition, a number of countries have introduced a countercyclical buffer, a systemic risk buffer or a buffer of another systemically important institution.
not meet this requirement for a year before receiving public aid and one in the NS-2 period. In the NS-2 period, all banks had a leverage ratio higher than 3%.

Table 3: Average values of the leverage ratio divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>6.65</td>
<td>7.27</td>
<td>6.20</td>
<td>5.86</td>
<td>5.51</td>
<td>5.99</td>
<td>5.11</td>
<td>4.82</td>
<td>4.27</td>
<td>6.22</td>
<td>6.79</td>
<td>9.61</td>
<td>10.15</td>
<td>6.38</td>
</tr>
<tr>
<td>NS-3</td>
<td>4.60</td>
<td>4.93</td>
<td>7.56</td>
<td>9.03</td>
<td>6.87</td>
<td>7.60</td>
<td>7.85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.36</td>
</tr>
<tr>
<td>NS-2</td>
<td>4.71</td>
<td>6.94</td>
<td>6.71</td>
<td>6.53</td>
<td>6.39</td>
<td>7.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.86</td>
</tr>
<tr>
<td>NS-1</td>
<td>4.29</td>
<td>5.66</td>
<td>4.76</td>
<td>5.81</td>
<td>6.44</td>
<td>4.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.87</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

Interesting results relate to the value of the NPL index in the periods preceding financial instability of the analyzed banks. In the years 2005–2009, there is a situation, when banks from group A in all three periods, i.e. NS-3; NS-2 and NS-1 are characterized by a lower share of impaired loans in the total credit exposure than banks from group B (table 4). This means, that measures based on credit risk approach did not effectively indicate banks threatened with instability in the pre-crisis period and in the first phase of the financial crisis. Different conclusions can be drawn from the second phase of the crisis, i.e. 2010–2012. During this period, the NPL values for the banks from group A were significantly higher than for banks from group B. This difference is undoubtedly due to different reasons for the instability of banks in these two periods – the materialization of market and systemic risk in the first period and the effects of the second round and the transfer of the crisis to the real sphere in the second period. Significant discrepancies in the predictive capabilities of the NPL indicator make it impossible to recognize this measure as an appropriate tool to predict financial instability.

Table 4: Average values of the NPL index divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NS-3</td>
<td>8.84</td>
<td>1.94</td>
<td>4.42</td>
<td>1.19</td>
<td>3.53</td>
<td>5.81</td>
<td>12.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.60</td>
</tr>
<tr>
<td>NS-2</td>
<td>1.95</td>
<td>3.45</td>
<td>2.72</td>
<td>7.09</td>
<td>9.98</td>
<td>15.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.85</td>
</tr>
<tr>
<td>NS-1</td>
<td>1.57</td>
<td>4.33</td>
<td>6.59</td>
<td>11.07</td>
<td>13.99</td>
<td>26.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.30</td>
</tr>
<tr>
<td>B</td>
<td>5.17</td>
<td>4.13</td>
<td>5.26</td>
<td>4.95</td>
<td>5.58</td>
<td>7.26</td>
<td>7.83</td>
<td>8.42</td>
<td>7.77</td>
<td>7.87</td>
<td>8.07</td>
<td>8.08</td>
<td>7.14</td>
<td>7.35</td>
</tr>
<tr>
<td>Total</td>
<td>5.19</td>
<td>4.09</td>
<td>5.17</td>
<td>4.87</td>
<td>5.53</td>
<td>7.23</td>
<td>7.86</td>
<td>8.48</td>
<td>7.86</td>
<td>7.99</td>
<td>8.22</td>
<td>8.20</td>
<td>7.23</td>
<td>7.40</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

The forecasting of significant financial problems of banks using the Bankometer index should also be considered ineffective. In the analyzed period, all banks should be considered stable (table 5).
Table 5: The average values of the Bankometer index divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>130.4</td>
<td>120.7</td>
<td>119.5</td>
<td>120.3</td>
<td>122.2</td>
<td>125.5</td>
<td>130.9</td>
<td>130.0</td>
<td>133.1</td>
<td>162.4</td>
<td>151.8</td>
<td>152.0</td>
<td>153.0</td>
<td>133.5</td>
</tr>
<tr>
<td>NS-3</td>
<td>158.6</td>
<td>118.9</td>
<td>124.8</td>
<td>133.6</td>
<td>134.3</td>
<td>135.3</td>
<td>125.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>125.0</td>
</tr>
<tr>
<td>NS-2</td>
<td>117.1</td>
<td>123.7</td>
<td>131.2</td>
<td>132.2</td>
<td>135.0</td>
<td>127.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>122.9</td>
</tr>
<tr>
<td>NS-1</td>
<td>114.8</td>
<td>114.9</td>
<td>134.7</td>
<td>130.0</td>
<td>141.3</td>
<td>109.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>118.0</td>
</tr>
<tr>
<td>B</td>
<td>129.2</td>
<td>128.3</td>
<td>129.6</td>
<td>128.8</td>
<td>136.5</td>
<td>146.0</td>
<td>147.2</td>
<td>141.2</td>
<td>138.1</td>
<td>155.3</td>
<td>155.7</td>
<td>158.2</td>
<td>155.7</td>
<td>145.6</td>
</tr>
<tr>
<td>Total</td>
<td>129.4</td>
<td>127.5</td>
<td>128.5</td>
<td>127.9</td>
<td>135.2</td>
<td>144.4</td>
<td>145.8</td>
<td>140.7</td>
<td>138.0</td>
<td>155.6</td>
<td>155.6</td>
<td>158.0</td>
<td>155.6</td>
<td>145.0</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

The Z-score indicator, estimated in accordance with the methodology presented in part two, should be considered as the most reliable predictor of financial instability among the analyzed indicators. Using the index calculated with a fixed denominator (standard deviation for the years 2004–2016), in the NS-3 period, the value of the Z-score for over 70% of banks was classified to the first quartile (25% of the worst assessments), including over 30% to the first decile (10% of the worst results). In the NS-2 period, almost 80% of Z-scores were included in the first quartile, and only one bank had the Z-score in the third decile. A year before the financial instability, all banks from group A had a Z-score with a value much lower than the median of results. What is more, most of the banks had a Z-score assigned to the first decile. In all the analyzed years, the average value of the index for banks from group B was several times higher than for banks from group A (table 6).

Table 6: Average values of the Z-score index (constant denominator) divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NS-3</td>
<td>9.71</td>
<td>20.64</td>
<td>9.69</td>
<td>5.04</td>
<td>1.83</td>
<td>3.75</td>
<td>3.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13.15</td>
</tr>
<tr>
<td>NS-2</td>
<td>18.66</td>
<td>9.85</td>
<td>4.48</td>
<td>4.48</td>
<td>1.61</td>
<td>2.87</td>
<td>2.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>12.41</td>
</tr>
<tr>
<td>NS-1</td>
<td>9.72</td>
<td>7.30</td>
<td>2.57</td>
<td>2.57</td>
<td>1.30</td>
<td>2.71</td>
<td>1.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.29</td>
</tr>
<tr>
<td>B</td>
<td>110.95</td>
<td>102.96</td>
<td>86.63</td>
<td>52.46</td>
<td>66.33</td>
<td>65.55</td>
<td>70.54</td>
<td>76.86</td>
<td>81.41</td>
<td>82.50</td>
<td>85.07</td>
<td>99.37</td>
<td>93.56</td>
<td>81.56</td>
</tr>
<tr>
<td>Total</td>
<td>109.98</td>
<td>102.04</td>
<td>85.84</td>
<td>51.98</td>
<td>65.63</td>
<td>64.86</td>
<td>69.77</td>
<td>76.03</td>
<td>80.56</td>
<td>81.64</td>
<td>84.23</td>
<td>98.45</td>
<td>92.69</td>
<td>80.76</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

Due to the partially retrospective nature of the Z-score index, calculated with a fixed denominator, the indicator calculated using three-year standard deviation “window” should be considered more reliable. However, the use of such a calculation methodology gives very similar results to the results presented with the Z-score indicator, based on a constant denominator (table 7).
Table 7: Average values of the Z-score index (standard deviation in three-year windows) divided into the analyzed groups of EU banks in the years 2004–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>X</td>
<td>X</td>
<td>119.1</td>
<td>98.0</td>
<td>33.5</td>
<td>25.5</td>
<td>50.8</td>
<td>30.0</td>
<td>20.8</td>
<td>55.9</td>
<td>41.1</td>
<td>61.5</td>
<td>71.9</td>
<td>53.9</td>
</tr>
<tr>
<td>NS-3</td>
<td>X</td>
<td>X</td>
<td>104.8</td>
<td>39.2</td>
<td>112.8</td>
<td>70.2</td>
<td>33.8</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>83.3</td>
</tr>
<tr>
<td>NS-2</td>
<td>X</td>
<td>X</td>
<td>110.5</td>
<td>84.8</td>
<td>40.2</td>
<td>51.6</td>
<td>89.6</td>
<td>13.9</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>88.7</td>
</tr>
<tr>
<td>NS-1</td>
<td>X</td>
<td>X</td>
<td>95.7</td>
<td>45.2</td>
<td>37.2</td>
<td>20.8</td>
<td>38.0</td>
<td>3.1</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>62.5</td>
</tr>
<tr>
<td>B</td>
<td>X</td>
<td>X</td>
<td>373.4</td>
<td>179.7</td>
<td>226.3</td>
<td>203.1</td>
<td>246.2</td>
<td>326.4</td>
<td>367.2</td>
<td>385.0</td>
<td>424.7</td>
<td>464.0</td>
<td>434.8</td>
<td>328.4</td>
</tr>
<tr>
<td>Total</td>
<td>A+B</td>
<td>X</td>
<td>370.6</td>
<td>178.8</td>
<td>224.1</td>
<td>200.9</td>
<td>243.8</td>
<td>322.9</td>
<td>363.1</td>
<td>381.1</td>
<td>420.3</td>
<td>459.6</td>
<td>430.7</td>
<td>325.2</td>
</tr>
</tbody>
</table>

Source: Own calculations based on Bankscope/Orbis.

5. Discussion and Conclusions

The conducted research showed, that the most frequently applied financial stability indicators in 2004–2016 were not an effective tool for predicting the financial instability of banks, understood as the need to use public or public-private financial support. In particular, the regulatory norms for capital adequacy in terms of Basel II (solvency ratio, Tier 1 ratio) have been proved ineffective. Due to the small relationship between the financial crisis 2008 and the materialization of credit risk in the European Union countries, the NPL indicator was impractical in predicting financial instability.

The ineffectiveness of the S-Score index (Bankometer) in assessing the future instability of banks was also confirmed. The index values exceeded significantly the minimum level, that proves the stability of banks, even in the NS period, i.e. during direct public aid.

The Z-Score index seems to be the best indicator to differentiate banks, which were threatened by instability and those, that did not have to use external financial support. However, it should be noted that, an index based on a fixed denominator reflects a retrospective approach (includes the standard deviation of the full thirteen-year period).

Low effectiveness of the analyzed indicators and measures in anticipating financial instability raises the need to seek a tool, that will capture the symptoms of instability effectively and prevent them. Considering the results of the research, it is worth considering a relative measure which, aggregates various possible causes of instability and indicate the position of a bank against the peer group.

The results of the conducted research should therefore be an important indication for regulatory institutions in relation to the banking sector, in particular for micro- and macro-prudential supervisors. A negative assessment of the financial instability indicators in the area of capital adequacy indicates, that supervisors should use multi-parameter financial stability indicators, which, in addition to capital adequacy, also include the quality of receivables and operational efficiency.
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Abstract

The purpose of the paper is to assess – based on a cross-national survey – academic integrity and debt literacy of finance students vis a vis their non-finance peers. Financial crises can be driven by both unethical actions of finance professionals and low financial literacy on either side of financial markets, as shown by the recent global crisis. Therefore, we checked whether these two issues are addressed at universities, where finance students are prepared to become future financial professionals. Additional goal is to learn factors related to academic integrity and debt literacy among university students. The study is based on self-reports of 1,022 students from 5 countries on their academic integrity and debt literacy (convenience sample, self-administered survey). We used categorical regression models, along with non-parametric statistical tests, to analyse the survey responses. We did not find support for the hypothesis that finance students were more dishonest than their non-finance peers. Yet, we established that the debt literacy of finance students is alarmingly low, though higher than the debt literacy of other students. This raises many concerns regarding the preparedness of today’s students to make well-informed financial decisions and to perform as finance professionals in the future. The results of this study indicate shortcomings in the education of the finance elite and, therefore, call for a remedy.
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1. Introduction

The recent global crisis has undermined public confidence in the finance profession (Owens, 2012; Edelman, 2014). The crisis revealed that moral hazard can be sizable in the financial services market. Moreover, the scale of the crisis suggests that the finance community as a whole had serious difficulty resisting the temptation to behave in an unethical way. Labaton Sucharow’s survey (2012) shows that a significant percentage of professionals in the financial services industry, both in the UK and in the US, concede that it is possible that they would behave in an unethical way at work. The same survey shows that such behaviour may be widespread, because 26% of respondents indicated that they had witnessed misconduct in the workplace or had first-hand knowledge of it. On the other hand, empirical findings in the field of academic integrity suggests that business major students cheat more often than others (McCabe, Butterfield, & Treviño, 2006) and that among business majors, students with a concentration in finance are particularly willing to cheat (Brown et al., 2010). Such findings suggest that the financial profession may attract individuals having specific predispositions and personality characteristics, including the inclination to engage in dishonest activities. Hence, in our study we hypothesized that finance students behave dishonestly more often than their non-finance peers (H1).

It can be also supposed that business major students, especially those in finance, are more exposed to formal financial education than other students. Therefore, it seems reasonable to expect that they are more financially literate, too. This issue is important because many of them will professionally guide other people through the world of finance in the future. As experts, they will be responsible for the financial well-being of other individuals, let alone their own. To a degree, they will also be responsible for propagating financial knowledge and skills in society. Because little is known about the link between financial education and financial literacy in universities (particularly outside the US), we were curious whether increased exposure to finance-oriented education translates into higher financial literacy and if it does, then to what degree. The evidence on the effect financial education has on financial literacy in broader populations is mixed (Mandell and Klein 2009; Willis 2008; Fernandes et al. 2014) and this fact reinforced our motivation to investigate this effect among university students. We decided to focus on the little explored field of debt literacy instead of broader financial literacy. The justification for such a choice is twofold. Firstly, many recent shocks in the financial markets were driven by borrowing problems (e.g. the student loan default problem in the US or the Swiss franc loan problem in Poland). Secondly, the majority of recent financial scandals arose around borrowing issues (e.g. subprime mortgages or the LIBOR manipulation). Ultimately, we hypothesised that debt literacy of finance students is higher compared to other students (H2).

We examined both the academic integrity, considered to be a proxy for individuals’ disposition to act unethically, and the debt literacy of finance major students in five European countries compared to students with other majors. We started from the premise that the combination of unethical behaviour and of low financial literacy on the part of finance major graduates might be particularly dangerous. The main purpose of the study was to obtain empirical evidence bearing on the presence of these two sources of risk among finance students in a single study. To the best of our knowledge, previous research has not examined these two issues together. The additional purpose of this study was to identify key variables explaining academic integrity and debt literacy of university students.
2. Methodology

2.1. Data

Data were collected at 26 universities in five countries: Bulgaria, Poland, Portugal, Ukraine and Wales, between 11 May 2017 and 18 July 2017 as part of a larger project being conducted at the University of Economics and Innovation (UEI) in Lublin, Poland. Initially, project leaders expertly selected groups of European countries different in terms of characteristics potentially significant in explaining divergences in academic integrity and debt literacy. The characteristics – such as economic development and welfare, social structure and institutions, culture profile, etc. – are closely linked to integration processes in Europe as reflected in the order in which consecutive countries were joining the EU. Then invitation letters were sent to partner universities of UEI in countries representing distinct groups (old EU members, new EU members, and countries applying for EU membership). 26 universities accepted the invitation and research leaders were selected at these universities. Because the leaders were supplied with a questionnaire written in English, translation into national languages (English, Bulgarian, Polish, Portuguese, and Ukrainian) was conducted.

Students were sent an e-mail inviting them to fill in the attached questionnaire. The questionnaire featured a cover letter introducing the survey to students as well as assuring them of the anonymity of their responses. The letter was followed by 56 questions, in total. Overall, we received 1,022 valid responses. Considering the risk of a technical error caused by the application that was saving the survey data, we allowed up to two empty fields in a given respondent’s questionnaire and still considered it valid. If a questionnaire had more than two questions left blank, we did not include the data from that questionnaire in the analyses. There were 812 questionnaires without empty fields, 182 with one empty field, and 28 with two empty fields. This procedure resulted in data completeness exceeding 96%.

2.2. Measures

Following McCabe & Treviño (1993) and later researchers who adapted their instrument (McCabe, Butterfield, & Treviño, 2006), we used a composite measure (index) of academic integrity (labelled as AI). The index was calculated on the basis of responses to 13 questions concerning typical forms of dishonest behaviour of students: (i) cheating on exams, (ii) cheating on assignments, and (iii) plagiarism and falsification/fabrication (of data, information, citations) in any formal academic exercises. We allowed respondents to choose among three options converted into numbers: (i) ‘Never engaged in this behaviour’ (coded as 0), (ii) ‘Engaged in the behaviour once’ (coded as 1), (iii) ‘Engaged in the behaviour more than once’ (coded as 1). Therefore, AI values ranged between 0 and 13 with higher values indicating higher honesty levels. The index had a mean of 31.9, a standard deviation of 3.37, and a Cronbach’s alpha of 0.809.

To measure debt literacy of respondents we used the only instrument proposed in the literature so far, designed by Lusardi & Tufano (2009). The instrument is a 3-question single choice test resulting from adaptation of a classic financial literacy instrument (for the first time used in 2004 and dubbed the ‘Big Three’ financial literacy questions – see Mitchell & Lusardi, 2015), adapted to debt specificity. Lusardi & Tufano’s (2009) instrument allows measurement of knowledge and skills regarding: (i) interest compounding (first question), (ii) how credit cards work (second question), and (iii) the time value of
money concept (third question). To calculate an index of debt literacy (labelled as DL), we applied the following procedure: correct answers were coded as 1 while all remaining options (incorrect answers, ‘Don’t know’ responses, and ‘Prefer not to answer’ responses) were coded as 0. Hence, the debt literacy index ranges between 0 and 3 in value. The higher DL, the more debt literate the respondent. The index had a mean of 0.84, and a standard deviation of 0.842.

We used a broad set of independent variables, both suggested by the existing literature on financial literacy and newly introduced by us, in our regression models explaining both – AI and DL. Given the main purpose of this article, major of study was used as key diagnostic variable. This variable was measured by asking the respondents to indicate their major of study out of the following categories: (i) Finance – comprising such majors as Finance / Finance and accounting / Banking or similar, (ii) Other economical – comprising such majors of studies, such as Economics, Management, Business (e.g. International business, Business administration), Entrepreneurship, Marketing, E-commerce or similar, (iii) Other non-economical (respondents were asked to specify them).

Further, to gauge academic orientation as the variable potentially explaining AI, we used the classic instrument introduced by Roedel, Schraw, & Plake (1994) and adapted by later researchers (e.g. Marsden, Carroll, & Neill, 2005). The instrument is a set of statements about attitudes and behaviours that are associated with learning and grade orientation (LO and GO, in brief, henceforth). Academic orientation reflects an individual’s motivation to study for its own sake (LO), or to achieve better grades (GO). We do not provide details regarding LO and GO estimation to keep the length of this article within required boundaries (see Roedel, Schraw, & Plake, 1994 for details). To check whether cheating inclination is a pre-existing attitude or has been acquired during college, we asked respondents how they perceived their intention to engage in dishonest academic behaviours at the time when the survey was conducted as compared to the beginning of the study (the variable was labelled as PA – pre-existing attitude). Respondents had three answers available for selection: (i) ‘Lower’ (coded as 3), (ii) ‘The same’ (coded as 2), and ‘Higher’ (coded as 1). Additionally, to get a deeper insight into the drivers of respondents’ academic integrity, we asked them how they would describe the attitude of their teachers – on average – towards academic dishonesty (the variable was labelled as TA – teachers’ attitude). Again, respondents had three options they could choose among: (i) ‘Resistive’ (coded as 3), (ii) ‘Indifferent or neutral’ (coded as 2), and ‘Acquiescent or consenting’ (coded as 1).

Finally, we used also a broad gamut of standard socioeconomic variables applicable to university students as additional independent variables (the list with adequate summary statistics is available upon request from the authors).

Table 1: Key measures – descriptive statistics

<table>
<thead>
<tr>
<th></th>
<th>AI</th>
<th>DL</th>
<th>LO</th>
<th>GO</th>
<th>PA</th>
<th>TA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>31.90</td>
<td>0.84</td>
<td>14.61</td>
<td>7.22</td>
<td>2.16</td>
<td>2.39</td>
</tr>
<tr>
<td>Median</td>
<td>33.00</td>
<td>1.00</td>
<td>15.04</td>
<td>7.35</td>
<td>2.00</td>
<td>3.00</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>5.215</td>
<td>0.842</td>
<td>2.670</td>
<td>1.830</td>
<td>0.666</td>
<td>0.716</td>
</tr>
<tr>
<td>Minimum</td>
<td>13</td>
<td>0</td>
<td>5.135</td>
<td>3.411</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Maximum</td>
<td>39</td>
<td>3</td>
<td>18.609</td>
<td>10.233</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Observations</td>
<td>969</td>
<td>999</td>
<td>962</td>
<td>962</td>
<td>1,021</td>
<td>1,018</td>
</tr>
</tbody>
</table>

Source: Own study
2.3. **Tests and models**

Our analytical strategy provided for two stages. In the first stage the appropriate non-parametric tests were used to evaluate the statistical significance of mean comparisons for assumed hypotheses. In brief, we used the tests to conduct analysis of the differences in the means of AI and DL obtained for distinguished sub-samples (finance students versus others). Specifically, U Mann-Whitney tests were used to verify both H1, and H2. The selection of the tests were preceded by standard analysis of these tests applicability to the properties of examined data sets (Szwed, 2008).

In the second step, we went beyond the main purpose of our study and we estimated a series of categorical regressions (CATREG, in brief, henceforward) to measure the correlations between AI (and DL as well) and various independent variables indicated in previous section. We decided to do that to get broader view of factors related to AI and DL of our respondents and, thus, to better understand these phenomena. The selection of explanatory variables for DL regression model was preceded by sub-sample mean comparisons for various sociodemographic cohorts. Ultimately, those respondents’ characteristics that differentiated DL scores at statistically significant levels when running the comparisons, were used as independent variables in the regression.

### 3. Results and discussion

#### 3.1. Academic integrity

Our findings confirm that academic dishonesty of students remains prevalent. A mere 7% of respondents reported that they never engaged in any of 13 dishonest behaviours enumerated in our questionnaire. The most prevalent forms of dishonest behaviours were those related to cheating during a test (using crib notes – 69.5% of respondents did it at least once; copying from other students with their knowledge – 65.3%; and helping other students to cheat on tests – 64.5%).

Major of study turned out to be a statistically significant explanatory variable of AI in our regression model (Table 3; for brevity, in all tables we demonstrate only statistically significant variables). The mean of AI for finance students (31.76) was slightly lower than mean of AI for other students, including other business students (31.89). This indicates that finance students behave honestly slightly less than other students. However, the difference turned out to be statistically insignificant (Table 2). Hence, our findings do not support H1. Such result is in itself positive, however the prevalence of unethical academic behaviours – also among finance students – raises many concerns regarding the education of the business elite and higher education in general.

Presumably our results – inconsistent with the evidence of Brown et al. (2010) who found finance students the most disposed to cheating among all surveyed majors – can be partly explained by differences in study design (Brown et al. distinguished accounting students from finance ones, whereas we considered both as representatives of the ‘finance major’ cohort). Perhaps the differences can also be attributed to the change of finance curriculum in recent years, following the global financial crisis. Nowadays ethical studies and CSR topics have become increasingly important in finance education.
Table 2: Statistical significance of the difference in AI levels (means) for finance and non-finance students

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Finance</th>
<th>Non-finance</th>
<th>U Mann-Whitney test result</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI (mean)</td>
<td>31.85</td>
<td>31.76</td>
<td>31.89</td>
<td>87913; p&gt;0.05</td>
</tr>
<tr>
<td>Observations</td>
<td>945</td>
<td>271</td>
<td>674</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own study

Both GO and LO were significantly linked to AI (the effect of LO on AI was stronger compared to the impact of GO – Table 3). Additionally, the regression revealed that GO and AI were inversely related (more grade oriented students were more likely to be dishonest in formal academic tasks and exercises), while LO and AI were positively related (more learning oriented students were more likely to be honest). Such findings bring support for the literature which posits that academic integrity is driven – among other factors – by academic orientation, i.e. that more goal-oriented students are more likely to behave in an unethical way and more tolerant of such behaviour (Marsden et al., 2005). Common sense suggests that grade orientation can be reinforced by students’ predictions that their prospect employers will use GPA to evaluate them, instead of checking comprehensively what they really learned. Hence, grade oriented students’ approach to learning may be more instrumental than other students’, i.e., they can have an excessively mercenary view of learning in which grades are the strongest ‘currency’ when entering the labour market. This can adversely affect a student’s ethical disposition (Brown et al., 2010).

We found also that higher levels of TA were associated with higher AI values, which is consistent with rational expectations. Interestingly, TA levels did not differ considerably across participating countries, except Ukraine. The value for TA was significantly lower in that country compared to the others, meaning that teachers’ assent for unethical behaviour is more frequent in Ukraine than in other (i.e., EU) countries participating in our study. PA turned out to be insignificant in AI model. The results regarding TA and PA, taken together, provide no grounds for the claim that university is the environment entrenching the inclination to behave dishonestly.

Table 3: Results of categorical regression with AI as dependent variable (R²=0.203)

<table>
<thead>
<tr>
<th>Variable</th>
<th>β</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>LO</td>
<td>0.321</td>
<td>97.671***</td>
</tr>
<tr>
<td>GO</td>
<td>−0.139</td>
<td>20.363***</td>
</tr>
<tr>
<td>TA</td>
<td>0.133</td>
<td>15.368***</td>
</tr>
<tr>
<td>Gender</td>
<td>0.059</td>
<td>3.865**</td>
</tr>
<tr>
<td>Country</td>
<td>0.146</td>
<td>21.320***</td>
</tr>
<tr>
<td>Major</td>
<td>0.092</td>
<td>9.371***</td>
</tr>
<tr>
<td>Level of study</td>
<td>0.085</td>
<td>7.339**</td>
</tr>
<tr>
<td>Form of study</td>
<td>0.146</td>
<td>14.195***</td>
</tr>
<tr>
<td>Working while studying</td>
<td>0.052</td>
<td>2.793*</td>
</tr>
</tbody>
</table>

* Statistically significant at p<0.1
** Statistically significant at p<0.05
*** Statistically significant at p<0.001

Source: Own study
3.2. Debt literacy

Generally, debt literacy in our sample was low. Only 25 respondents (2.5% of total sample) correctly answered all three DL questions, while almost half of the sample (422 respondents, 42.2% of all) incorrectly answered all of them. As evidenced by prior studies, the question regarding time value of money turned out to be the most difficult in our study, too. Only 89 respondents (8.8% of the total sample) correctly answered this question. In contrast, 46.4% of the sample correctly answered the question on interest compounding.

Finance students fared better than non-finance students on the DL test. The difference between means for DL (0.96 – finance students; 0.81 – all other students) was statistically significant (Table 4). Such result supports H2. On the other hand, despite the higher DL score of finance students, their absolute debt literacy is worrisome. Their DL close to 1 means that finance students, on average, responded correctly to only 1 question out of three that were asked. This raises doubts as to the effectiveness of the educational process with regard to financial literacy. We believe that there are at least three possible explanations of low levels of financial literacy possessed by college students: (i) inappropriate finance curricula, (ii) ineffective teaching (‘supply’ side factor), (iii) ineffective learning (‘demand’ side factor). However, examining them is not within the scope of our study.

Table 4: Statistical significance of the difference in DL levels (means) for finance and non-finance students

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Finance</th>
<th>Non-finance</th>
<th>U Mann-Whitney test result</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL (mean)</td>
<td>0.85</td>
<td>0.96</td>
<td>0.81</td>
<td>89318; p&lt;0.05</td>
</tr>
<tr>
<td>Observations</td>
<td>974</td>
<td>291</td>
<td>683</td>
<td></td>
</tr>
</tbody>
</table>

Source: Own study

Some prior studies found support for the first explanation. For instance, Bianco & Bosco (2011) point to the fact that finance is taught from a business entity perspective, while the consumer (personal finance) perspective is often neglected. This can result from concentration of universities’ curricula on sophisticated financial issues and overlooking the need to build deep understanding of everyday choices which people usually encounter. Brau, Holmes, & Israelsen (2015) found experiential learning to be the strongest determinant of financial literacy of undergraduate students in their study. This suggests that more experience-based or simulation-based teaching is needed because the average student is unlikely at their age to have had significant financial market experiences. However, more experience-based teaching requires more experience-oriented teachers who are well-prepared to transfer not only knowledge, but also skills (‘supply’ side factor). Reconsideration of both – the content and the educational method – is suggested by previous researchers, based on empirical results they collected (e.g. Mandell & Klein, 2009). Finally, perhaps students perceive financial topics as unattractive or even boring (‘demand’ side factor), do not like learning finance and, consequently, fare poorly on financial literacy tests. Such an explanation gained empirical support in Polish studies (e.g. Kantar TNS, 2016). Likewise, Ford & Kent (2009) showed that the effect of disinterest in finance can explain low financial literacy scores of female students.
Table 5: Results of categorical regression with DL as dependent variable ($R^2=0.161$)

<table>
<thead>
<tr>
<th>Variable</th>
<th>$\beta$</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>0.262</td>
<td>69.442***</td>
</tr>
<tr>
<td>Country</td>
<td>0.229</td>
<td>48.754***</td>
</tr>
<tr>
<td>Scholarship</td>
<td>0.092</td>
<td>7.205***</td>
</tr>
<tr>
<td>Major</td>
<td>0.135</td>
<td>11.047***</td>
</tr>
</tbody>
</table>

* Statistically significant at $p<0.1$
** Statistically significant at $p<0.05$
*** Statistically significant at $p<0.001$

Source: Own study

Out of the explanatory variables tested in regression models with DL as the dependent variable (Table 5), gender deserves a closer attention. Male respondents fared better than females in the debt literacy test for all measures. The gender difference between DL score – statistically significant in our study – was particularly sizable in terms of the share of respondents who answered none of the questions correctly (male – 26.5%; female – 51.7%). The gender gap was confirmed by numerous studies carried out around the world (see Bucher-Koenen, Lusardi, Alessie, & van Rooij (2017) for a comprehensive review), although there is a lack of consensus regarding factors responsible for the phenomenon. It was also found among students in prior studies (e.g. Chen & Volpe, 2002; Ford & Kent 2010; Butters, Asarta, & McCoy, 2012).

4. Conclusions

This study showed that finance students were not significantly less honest in formal academic tasks than their non-finance peers. Overall, our findings are consistent with the vast body of prior evidence suggesting that dishonest academic behaviour is a widespread phenomenon, also among finance students. The phenomenon can have significant implications not only for the financial services market, but also for the overall economic system because one cannot exclude that students will carry the unethical attitudes to the workplace.

As expected, in terms of debt literacy scores, finance students fared better in relation to their non-finance peers in our study. However, this study showed that literacy – considered in absolute terms – is, in fact, low (even among finance students). The observation seems to be a crucial, because the underlying evidence is very strong: low debt literacy levels were noted for all participating countries, all classes of age, and both male and female respondents. The observation is also crucial as it indicates that finance students are poorly prepared not only to make optimum financial decisions, but also to provide advice on financial issues as future finance professionals. Sooner or later, the shortcomings in financial literacy revealed in our study will eventuate in mistaken economic decisions. The decisions will further entail unnecessary costs, hindering wealth accumulation of our respondents and – in some cases – resulting in financial distress.
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Abstract

Both the behaviours and attitudes of consumers towards novelty assortment on fruit market can influence their feeding behaviours. In paper a questionnaire was used to measure the attitudes towards novelty regarding fruit assortment consisting of 10 statements and specifications. The basis for the questionnaire construction was questionnaire Food Neophobia Scale (NFS). This tool has been adapted to measure the attitudes of fruit consumers. The survey was conducted in a group of 150 persons in 2015. The survey confirmed the usefulness of the tool used to identify the neophobic attitudes of consumers. The survey results show that an important factor influencing decisions regarding the testing of new fruit products is external appearance of fruit.
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1. Introduction

The contemporary market of consumer goods, including food goods, is very dynamic. New products are constantly being launched onto this market, and are being improved. Full supply offer increases the possibility to meet consumers needs. Consumers requirements are getting higher as they are aware of the possibilities made by this offer. The attitudes of consumers, defined as a relatively permanent emotional relationship or assessor to the object or decision to such an attitude may be expressed in positive, negative or neutral terms. The knowledge about consumers behaviour and their attitudes towards various products enables the entrepreneurs to elaborate the offer that fully meets consumers needs and requirements. However, some of the consumers avoid or reject new, not known
things or experiences. This can be called as neophobia, and its opposite is neophilia, expressing enthusiastic attitude to all novelties (Babicz Zielińska 2006). Food neophobia is therefore anxiety about new, unknown products and dishes and a kind of reluctance to try them. It is also defined as a very cautious or suspicious attitude to previously unknown dishes and products (Gajewski 1994). In many research on food neophobia authors have tried to identify the factors that consolidate and minimize it (Pliner et al. 1993, Pliner i Pelchat 1991). The literature on the subject indicates that neophobia is connected with prejudices, religious views, the influence of the environment and emotional states of the consumer (client). In the case of food, it is also associated with general aversion to food and eating disorders among children (Kerzner 2009). This kind of behaviour is being associated with not known food and the desire to minimize the likelihood to consume harmful substances that are includes in new, not known food (Pliner and Hobden 1992). It is typical among the animals, although it cannot be transferred on the humans on the basis of the analogy. On the food market the unsafe food cannot be launched, and if somehow it is offered to consumers it has to be removed from the market (i.e. beef contaminated with prions). This food also has to be clearly marked as harmful or unsafe (i.e. alcohols, fats) (Babicz-Zielinska 2006). Behaviors, eating habits and preferences are the result of genetic predispositions and environmental factors. The genetic determinants relate to the preference for foods such as sweet flavors and the rejection of foods with a bitter and sour taste, predisposition to reject new foods and acquire preferences for known foods, as well as to acquire preferences by combining food with the context and consequences of its consumption (Brich 1998). It should be said that the term novelty is subjective from consumer point of view as the novelty being launched onto the market not always has to be perceived in the same way by the consumer. New – can be a foreign product culturally imported from other regions of the world – unknown or known to a small extent, mainly as a local cultural element that can be treated as unusual or strange, as well as a product recognized and long-standing in a given culture or family, but not consumed earlier (Dąbrowska et al. 2006). New – can also be a product didn’t exist and is launched onto the market on the basis of conducted research, i.e. GMO products, organic food, probiotic food, novel food, convenience food, ethnic food, functional food (Gawęcki 2002). Food neophobia behaviour result in the restrictions in the range of consumed food and exclusion of many ingredients form the diet, including fruits especially the exotic ones leading to the nutritional monotony (Gajewski 1994). According to Jaeger et al. (2017) neophobia is the barrier to diet change and the solution of health problems related to diet.

On the basis of Benton (2004) research it can be said that neophobia may be hereditary – in the study of identical and bilinian twins aged 9-11 years, the heredity of this feature was estimated at 78%. Moreover, Pliner (1994) indicated the high level of mother’s neophobia translates into greater neophobicity of children, especially daughters. Nutritional neophobia – despite the indicated biological conditions – can also be a learned attitude. This is indicated by the change in sweet taste preferences under the influence of food-related experiences. Beauchamp i Moran showed that immediately after birth, all tested newborn babies preferred fresh water, after the sixth month of life the child’s preferences were conditioned by his previous experiences – children who drank sweetened water during this period showed greater preference for the sweet taste than children who did not drink it (Birch 1998). In the research on neophobia it has been shown that the rejection of certain products changes with age. Benton (2004) pointed out that neophobia does not occur almost in newborns, increases in early childhood, and then decreases to very limited prevalence in adults. This was also confirmed by the studies of Rozin and colleagues – the rejection of food in the youngest children is associated with
sensory characteristics of food – mainly the taste of dishes. The older the child, the more often the reason for rejection becomes a potential threat (younger children accept everything as potential food). With age, the acceptance of food being a threat and causing disgust decreases, with children accepting such combinations of foods that are not accepted by adults (Rozin et al. 1986). Falon i Rozin (1983) indicted three levels underlying the acceptance and rejection of food. They pointed to reactions based on the expected consequences of consumption, sensory-emotional reactions and ideological reactions. They stated that mainly two groups of products are accepted: those whose consumption may be beneficial and those that taste (or will taste) well. For this reason, novel food is accepted – acceptance is based on the expected positive consequences. These applications served to carry out research into the feasibility of a positive attitude towards food by showing consumers the expected benefits. Researchers clarified the expected benefits in the form of terms defining a specific nutrient composition that suggested pro-health activity. Unfortunately, the obtained results were ambiguous in this respect (Eiser at al. 1984). This was also confirmed by research conducted on the so-called novel food. Pelchat and Pliner (1995) proved in their research that positive information about the product did not significantly increase the individual intention of trying a new sauce, chips or fruit. In research on foreign products Pliner et al. (1993) focused on the issue of the taste of products and the conviction of the potential danger associated with their consumption. As a result of the research, it turned out that in the case of known products the individual desire to taste them was conditioned mainly by their liking or expected disliking, in the case of new products, the alleged danger and expectation that the products would be tasteless were of significant importance. This significantly affected the willingness to try unknown food. Pliner and Pelchat (1991), on the basis of the results obtained, stated that an important motive for rejecting foreign products is the feeling of disgust. At the same time, they pointed out that unknown products of animal origin were much more often rejected than of plants origin. Cashdan and Chalcarz came to the same conclusion, in the opinion that disgust may contribute to maintaining existing eating patterns and hamper all actions aimed at changing habits and preferences (Cashdan 1994, Chalcarz et al., 2009). Neophobia research also associated nutritional behaviours with emotional reactions and physiological state, leaving out the meaning of tranquility and relaxation in the translation of these choices. Macht drew attention to this, dealing with the factors determining the daily dietary choices. In his classification, he drew attention to the emotionally controlled choice of food and abstaining from accepting certain products, as well as a conscious selection of some of them with the intention of regulating emotions (pleasing, mood improvement) (Cooke at al 2006). Research conducted by Pliner et al. (1993) indicated that the lowest level of neophobia was shown by people with lower anxiety and moderately hungry. It turned out that the attitude to the novelty also changes under the influence of inter alia advertising, persuading other people, fashion or positive information about the taste of the product (Cardello and Sawyer 1992). In addition, there are differences in attitudes and willingness to consume unknown products depending on the country and related culture and age (Prescott and Bell 1995, Flight et al. 2003).

The aim of this research was to know and to define the neophobia attitudes by collecting opinions on food novelties on the fruit market.
2. Methodology and Data

Research was conducted in 2015 among the citizens of Lublin. There were 150 respondents at the age of older than 20 years. The questionnaire was the research tool that was built of 10 statements associated with consumption behaviours and opinions on new and unknown varieties and species of fruit with unusual features such as appearance, colour, shape, unknown origin and unknown taste. These statements were modeled on the commonly used Food Neophobia Scale (FNS) (Pliner and Hobden 1992). Hollar et al. (2013) to the study of neophobia for fruit and vegetables among students, also applied and positively verified another specific FVNI instrument (Fruit and Vegetable Neophobia Instrument), also based on the FNS Pliner and Hobden questionnaire (1992).

Respondents were asked to respond to the following statements:

- P1. I constantly try new varieties and/or fruit species
- P2. I do not trust new, unknown varieties and/or fruit species
- P3. If I do not know the variety and/or species of fruit, I do not try it
- P4. I do not try fruit with an unusual color
- P5. I do not try fruit with an unusual shape for the species
- P6. Most new varieties and/or fruit species look too bizarre to eat
- P7. I am afraid to eat varieties and/or fruit species that I have not eaten before
- P8. While eating, I am eager to try cakes or desserts with the addition of new varieties and/or fruit species
- P9. I would not dare (try out) new fruit varieties with specific characteristics, i.e. bananas with a brown skin
- P10. I do not trust fresh fruit of unknown origin

To assess the respondents opinion a 7-point Likert scale was used. The edge opinions were indicated as “I totally disagree” and “I fully agree”, and the middle value as “Nor I agree, neither disagree”. This scale has been used in the research made by inter alia Raudenbush i Frank (1999), Pliner and Hobden (1992) and others. Questions about the characteristics of the respondents concerned gender (woman, male), age (in the ranges of 20–29, 30–39, 40–49, 50–59, 60 and more), education (basic, vocational, secondary, higher) and the level of disposable income per capita in the family (up to PLN 500, PLN 501–1000, PLN 1001–2000, over PLN 2000). These questions formed the basis for segmentation of respondents according to their demographic, social and economic characteristics. The data analysis was carried out using statistical program Statistica, version 10.0. The data obtained was analyzed using correlation analysis and factor analysis. The main components were used as the method for the separation of factors. Factor rotation was applied using the standardized Varimax technique. The analysis includes factor loads greater than 0.7. Thanks to this method, it was possible to reduce the number of variables and detect the structure in relationships between variables.

3. Results

Based on the research results it can be said that there is a significant negative correlation between the age of consumers and fears from eating varieties and/or species of fruit that have not been tried before \((r = -0.194)\) and a significant positive correlation between the level of income and the opinion about reluctance to eat new varieties and/or fruit with a bizarre appearance \((r = 0.169)\). On the basis of these results two groups of consumers
behaviour were identified. They are consumers who do not try the unknown varieties and/or fruit or fruit with a bizarre appearance (answers with the highest factors power in the first heads component) and these consumers can be called as neophobic. The second group are the consumers who are not afraid of new food and are ready to try new varieties and/or fruit or fruit, both fresh fruit and additives to cakes and desserts (Figure 1). These groups of respondents explain the variety of answers in over 52% that is included in both sets of data, with the first heads component explaining the largest part of the variability of respondents’ answers (35%).

Among women, a group can be distinguished that constantly tries new varieties and/or species and dishes with the addition of such novelties and a group of neophobes who have a reluctance to try new fruit varieties with specific characteristics and have no confidence in fruits of unknown origin. In the group of men two groups of people can also be distinguished, those who do not try the fruit of unknown varieties and/or species and with an unusual external appearance, i.e. of unusual colour and shape, and a group that constantly tries new varieties and/or species and dishes from addition of such new products (Figure 1). These two groups distinguished among women in more than 56% explain the variability of the answers contained in both sets of variables, and in the group of men in more than 50%.

Age also differentiates consumer attitudes towards novelty, with attitudes associated with lack of trust, fears and reluctance to try new products, depending on the age, different fruit traits (Figure 1). Neophobic attitudes in the age group 20–29 are more often associated with unusual fruit appearance (colour, shape, specific features), in the age group of 30–39 years lack of trust and reluctance to try fruit with specific characteristics and colour, and unknown variety and/or species, in the group of 40–49 years with a lack of trust in unknown varieties and/or species and fruits of unknown origin, reluctance to try fresh fruit of unusual shape, fears by eating varieties and/or species of fruit that have never been eaten before, and in the age group 50–59 years of lack of trust in fresh fruit of unknown origin, unwillingness to try new varieties with specific characteristics. In the oldest group of people aged 60 and over, most people are afraid of new things and it is impossible to clearly identify groups of people who are not afraid of novelty (Figure 1).

Education and income level per person in the family also diversified consumer attitudes towards novelty regarding fruits (Figure 1). In each of the groups diversified due to education, apart from people with basic education, neophobes and people constantly trying new varieties and/or species and dishes with the addition of such novelties can be distinguished. In the group of people with basic education, two groups of neophobes were distinguished: a group that does not eat new varieties and/or fruit species due to their bizarre appearance and group that does not trust new varieties and/or species and fruits of unknown origin and does not try unknown fruits and varieties with specific characteristics. People with higher education with neophobic attitudes do not try new varieties mainly because of their specific external features.
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Total (n=150)

Women (n=84)

Men (n=66)

Age 20-29 years old (n=41)

Age 30-39 years old (n=29)

Age 40-49 years old (n=28)

Age 50-59 years old (n=29)

Age over 60 years old (n=23)

Education-Elementary (n=24)

Education-Technical (n=39)

Education-Secondary (n=39)

Education-University level (n=48)

Income up to 500 PLN (n=45)

Income 501-1000 PLN (n=54)

Income 1001–2000 PLN (n=28)
Attitudes of respondents towards new products on the fruit market vary depending on the level of income per capita in the family. In each of the surveyed income groups of respondents it is possible to identify people open to new products, constantly trying new varieties and/or fruit species and those fruits in cakes and desserts as well as neophobes. At the same time, the clarity of consumer divisions into neophobes and constantly trying new products decreases with the increase in income above PLN 1001 per capita in the family. There were no clear neophobic attitudes among people with the highest incomes, because in high-key components the high factor loads included a group of people expressing the attitude of trying new things, as well as those who were afraid of eating fruits that had not been eaten before.

### 4. Discussion and Conclusions

On the basis of own research it can be concluded that neophobia towards new product on the fruit market concerns both men and women, but there are various concerns about lack of trust and failure to try new fruit assortments by women and men. Among men, fears are mainly related to the reluctance to try fruit because of their external appearance, resulting from the specific external features and colour of the fruit and lack of knowledge about the variety and/or species of fruit. However, women’s fears are related to the lack of trust in the origin of fresh fruit, as well as the reluctance to try fruit with specific characteristics. In research by Tuoril et al. [2001] it was shown that neophobia concerns men more often than women and decreases with increasing education and degree of urbanization. Own research shows that the increase in education differentiates consumer attitudes towards novelty. In the group of people with primary education, the main component representing a group of people constantly trying new species and/or varieties of fresh fruit or as an addition of such novelties to cakes and desserts was not identified. On the other hand, among the other groups of respondents, such main components have been distinguished. The results obtained cannot be fully confirmed due to the rather small sample of respondents in particular demographic and socio-economic groups.

Research conducted by Dąbrowska et al. [2006] shows that on the Polish market, young people are more open to new products than older ones. Our own research on consumer attitudes towards product novelties on the fruit market confirms this thesis. In the
oldest group of people over the age of 60, most people are afraid of novelty and it was impossible to clearly distinguish groups of people (represented by the main component) who are not afraid of novelty, constantly trying new varieties and/or fruit species. Therefore, they are not in line with the Benton (2004) conclusion, which indicated that neophobia decreases with age, and that its occurrence is very limited in adults. The research confirms the thesis that there are differences in attitudes and willingness to consume unknown products depending on the age, however, a relatively small sample of respondents does not allow to fully confirm this dependence.

Own research also shows that the clarity of consumer divisions into neophobes and constantly attempting novelty decreases with the increase in income above PLN 1001 per capita in the family. There was no clear lack of neophobic attitudes among people with the highest income. However, a small sample of respondents in particular income groups also in this case does not allow to fully confirm this dependence.

In conclusion, the usefulness of the tool modeled on the Food Neophobia Scale (FNS) (Pliner and Hobden 1992) to identify and study neophobic attitudes towards novelty fruit products should be emphasized. A significant impact of features such as gender, age, education and income on consumer attitudes towards fruit assortments was also noted, and some motives of neophobic attitudes of consumers belonging to different socio-demographic groups were pointed out, including the importance of different aspects of the external appearance (like colour, shape, general appearance), the origin of the products, the lack of knowledge of the variety and/or species and experience in the consumption of products. Due to the relatively small sample of respondents in general and in particular demographic and social segments, in order to confirm the obtained results, the research should be repeated and carried out on a much larger sample of respondents.

Further research should focus on providing information on attitudes towards different specific fruit traits of particular species. This information will be very useful when planning strategies and activities related to the introduction of new fruit species and varieties on the market.
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Financial system has a key role in transition towards a more sustainable economic model. This transition requires large-scale investments in the economy. It also requires dedicated financial instruments. Sustainable finance opportunities for retail investors such as green bonds are the example of those instruments and they are attracting significant public interest. In this paper we analyze characteristics of green bonds, their issuers and purpose of issue. Major purpose of the paper is to provide evidence for differences in pricing and market execution risk with mainstream bonds on the basis of bond indexes performance analysis. Results show that green bond market is getting more sensitive towards changes on the broader market of conventional bonds which proves its growing maturity. Findings of this paper are significant from the perspective of providing informative insights for the investors risk and return characteristics. They also contribute to the development of sustainable finance and risk analysis of sustainable finance instruments.

Keywords: green bonds, sustainable finance, green finance, green bonds indexes

JEL Code: Q56, G15, G32, O16

1. Introduction

Sustainability meaning making economic prosperity long-lasting, more socially inclusive and less dependent on exploitation of finite resources and the natural environment is the theme of current times. The transition towards a more sustainable economic model requires large-scale investments in the economy. Ensuring that the financial system contributes to economic sustainability is particularly important after the shock of financial crisis. Sustainable finance is about improving contribution of finance to sustainable and inclusive growth as well as the mitigation of climate change, in first place. Secondly, it is to strengthen financial stability by incorporating environmental, social and governance (ESG) factors into investment decision-making. In Europe, the driving force is European
Commission and its various bodies. EU High-Level Group on Sustainable Finance (HLEG) had been established by European Commission to help develop an overarching and comprehensive EU roadmap on sustainable finance. Based on a report published at the beginning of 2018 by HLEG the following recommendations of priority actions can be listed: establishing an EU sustainability taxonomy, starting with climate mitigation, to define areas where investments are needed most; clarifying investor duties to extend the time horizons of investment and bring greater focus on environmental, social and governance (ESG) factors into investment decisions; upgrading disclosures to make sustainability opportunities and risks transparent; enabling retail investors to invest in sustainable finance opportunities; developing official European sustainability standards for some financial assets, starting with green bonds; establishing ‘Sustainable Infrastructure Europe’ to deploy development capacity in EU member states for infrastructure necessary for a more sustainable economy; and integrating sustainability firmly in the governance of financial institutions as well as in financial supervision.

Therefore, one could see that green bonds are focal point of financial instruments supporting sustainability transition. They are deliberately emphasized as financial instruments that should be promoted among retail investors and also instruments that require special attention in the scope of development of official European standards that will differentiate proper green bonds from all other bonds that use the green label without justification. Undoubtedly, green bonds already play an important role as source of financing for climate mitigation projects and the market is constantly growing and becoming more and more significant.

In the paper we analyze current trends and tendencies of the green bonds market, nature of the issuers. We draw attention to the growing recognition of that sector as the major instrument of sustainable finance. We also address characteristics of risk and return in order to provide informative insights for the investors. The main purpose of the paper is to answer the following research questions: what is the volatility of the green bond market in correspondence with the conventional bond market? How did it change in the period of analysis? What is the sensitivity of green bond market for the changes of conventional bond market? Are green bonds prone or immune to those changes? To answer these questions first we provide thorough analysis of characteristics and parameters of green bonds market. Next we provide analysis of volatility in the green bond market and sensitivity analysis based on beta coefficient.

The rest of the paper is organized as follows. Section 2 provides analysis of characteristics of green bond market. Section 3 presents the data, methodology and research results, while section 4 provides summary discussion of results and concludes.

2. Characteristics of green bond market

Common definition of a green bond provided by the World Bank says it is a “debt security that is issued to raise capital specifically to support climate-related environmental projects” (World Bank 2015). Green bonds are integral part and flagship financial instruments for sustainable finance, but also for green finance that aims to “internalize environmental externalities and adjust risk perceptions” while increasing environmentally friendly investments (G20 GFSG 2016). Green finance can support alleviating these externalities using market-based tools. Acting by increasing the flow of funds to environmentally beneficial projects, reducing their costs and in the same time increasing awareness of the financial risks related to climate change (Ehlers&Packer 2017) While one might
consider sustainable and green finance as interchangeable concepts, authors of this study perceive sustainable finance broader than green finance, which also encompass climate mitigation investments and strengthening financial stability by incorporating environmental, social and governance (ESG) factors into investment decision-making.

Recent years have shown an intense increase in green bonds market, but its history is relatively new. The very first bond of that type was issued by European Investment Bank in 2007 as “climate awareness bond”. Introduction of Green Bond Principles by the International Capital Market Association (ICMA) in 2014 is recognized as an accelerator for that market. In the same year first green bonds indices were also established. Various sources, including Thomson Reuters Eikon, Bloomberg and Climate Bonds Initiative, give slightly different values of aggregate issuance, authors that base their studies on Bloomberg report the value of issued labelled green bonds equal to $216 bn until second quarter of 2017 and Climate Bonds Initiative $234 bn accordingly (Ehlers&Packer 2017). In case of our sample obtained from Eikon respective value equals to $220 bn. The discrepancy results from the way of categorizing the bonds.

Verifying the eligibility of green projects for financing by green bonds is not compulsory, it is based on the declaration of the issuer. Although, at the level of European Commission there are attempts to make a European certification body and official green bonds standards as suggested by HLEG (HLEG report 2018).

What is more, the market of unlabeled green bonds exists, i.e. bonds that are used to finance climate-aligned assets but do not carry a green label (where issuer generates over 95% of revenue from climate-aligned assets, thus all of these issuers are solely companies), according to CBI report from 2016, before 31st of May 2016 there were $576 bn unlabeled climate-aligned bonds in correspondence to $118 bn labelled green bonds (only 17% of all climate aligned bonds) (CBI State of the Market 2016).

Although the pace of growth of green bonds market is impressive if we put its size in the context of the overall value of the global bond market which is approximately $90 tn (BIS Statistics 2016) it is rather insignificant. The important provision is that size and density of that market indicates that bonds are essential tool to finance the transition to a low-carbon economy. In that light International Energy Agency (IEA) findings are important – they indicate that cumulative investment of $53 tn is required by 2035 in the energy sector alone while New Climate Economy estimates that $93 tn of investment is required across the whole economy by 2030 (Better growth..., 2014) in order to meet obligations from Paris agreement and 2-degree scenario (CBI 2016).

For the purpose of this study data about green bonds were collected from the Thomson Reuters Eikon database, as of 30.01.2018. The sample consisted of 922 issues, of all active bonds, with the amount issued equal to $284 bn and amount outstanding equal to $281 bn. Even though all these bonds were labelled as green by their issuers, only in the case of 616 issues (67%) with the value of $238 bn (84%) the reported use of proceeds could be considered as green according to GBP taxonomy. Solely in 2017 there were 314 new issues, with the amount issued equal to $115.6 bn and amount outstanding $115.2 bn. While in 2016 it was only 206 issues with a value of $82 bn recorded in Thomson database. That confirms a constant rapid growth of that market with a year to year growth rate of approximately 40% based on the value of issued bonds. What is more, if we take into consideration only bonds that declare the use of proceeds related to green projects even higher growth could be observed equal to 50%, from $64 bn to $96 bn.

These observations are not identical due to differences in analyzed samples, but stay in line with other studies and findings about green bonds market development (Mar- szałek&Daszyńska-Żygadło 2016, Kuna-Marszałek&Marszałek 2017, Ehlers&Packer
Additionally, the difference may arise from the fact that the data available in the financial databases refer only to active securities, therefore the bonds that matured or the issues that dropped out are subsequently excluded from the samples of more up-to-date studies.

Figure 1: use of proceeds of the sample of green bonds
Source: own elaboration based on data from Thomson Reuters Eikon.

Figure 1 shows the structure of the use of proceeds of issued bonds taking into account amount issued in USD. The highest share belongs to eligible green bonds projects, but right afterwards the biggest group appears to be issued without declared purpose, also general purpose is as equally common as energy efficiency or alternative energy. Among other categories there is the whole variety of purposes connected directly with climate issues, such as land preservation, green construction, clean transport or sustainable water, but there are also acquisitions, refinancing, project finance or working capital.

Bonds with clearly stated purpose connected to green projects were selected (following GBP taxonomy) from the sample in order to indicate the most popular financing goals. Out of 922 green bonds series, 616 were identified, i.e. 67%. Within this subsample also eligible green bonds projects were dominant, having 88.6% of share, followed by energy efficiency (4.9%) and alternative energy (4.2%). Among other green purposes there were environmental protection projects, green construction, sustainable water, clean transport and land preservation. What is interesting, according to CBI market report from 2016, the dominant climate theme was low-carbon transport (67%) and energy (19%), which indicates that those two samples do not coincide and unlabeled bonds that are not included in the sample of this research are being used to finance the transport theme. It could also be the case that under the capacious category of eligible green bonds projects there are those connected with transport.

In the whole sample, 60% of financing was obtained by corporate issuers, i.e. 617 issues, accounting for $170 bn of amount issued. While government and municipal bonds covered 22%, and agency 18% of the whole amount issued. Solely in 2017 similar structure was maintained, with even slightly higher share of corporate issuers (61%) and smaller share of state issuers (20%).

While one has to remember that the market was pioneered by large development banks in 2014. Increase in corporate issues along with launch of green bonds indices is more likely to attract a broad group of investors such as asset managers, pension funds, companies, foundations and religious organizations This confirms previous studies results of Kochetygova and Jauhari (2014) and Damutz (2016).
In our sample, more than 50% of the issuance holds investment grade ($149 bn), only 5% is high yield ($7 bn), and the rest (43%) had no grade ($129 bn). One could observe that this result might be driven by increased share of investment grade bonds in 2017, equal to 78%, high yield having 7% of the share and remaining 15% without any grade. This shows a good tendency of issuers being more willing to obtain a grade through a rating agency in order to increase credibility of the bond. Only 19% of the amount issued was guaranteed (116 issues) versus 81% not guaranteed (790 issues), while for 1% of the sample there was no information about that parameter.

Within the investment grade bonds, average coupon was 2.34% (median 1.88%), and average yield to maturity was 2.31% (median 2.14%), most common maturity was 5 to 6 years (143 issues) and 9 to 10 years (81 issues). For bonds with high yield grade average coupon was three time higher than for investment grade bonds, equal to 6.08% (median 5.75%), while average yield to maturity was equal to 8.23% (median 7%). Average size of the issue for high yield grade was slightly smaller, $0.47 bn (median $0.5 bn) than for investment grade bonds, where the size of the issue was equal to $0.56 bn (median $0.5 bn). The subsample of high yield bonds consisted only of 35 issues, among which the most frequent maturity was 3 to 5 years (13 issues), but also 6 to 7 (9 issues). That indicates that high yield grade bonds were issued for shorter period of time than investment grade bonds. No grade subsample was almost the size of investment grade bonds, but the size of a single issue is much smaller, on average it was $99 mn (median $19 mn), with the smallest issue of $10 thousands. Average coupon was relatively similar to investment grade bonds – 3.62% (median 3.63%) and yield to maturity being on average equal to 6.95% (median 5%). All together there were 496 issues without a grade, majority were issued for shorter period of time than other subsamples, it was 3 to 4 years for 130 issues and 5 to 6 years for 176 issues.

Majority of the green bonds were exchange listed. Out of 922 issues 605 issues were placed on stock exchanges amounting to $268 bn, i.e. 94% of total value of all issues. Only in 2017 there 228 out of 314 issues place on stock exchanges ($108 bn in comparison to $115 bn value of all issues from 2017). Bonds were issued at 83 different stock exchanges. Only 25% ($66 bn) was issued at single market, 15% ($41 bn) at two or three stock exchanges simultaneously, 60% ($160 bn) at more than three markets in parallel.

Figure 2: Issuers of green bonds according to sector based on the amount issued in USD
Source: own elaboration based on data from Thomson Reuters Eikon.
Analyzing the whole sample in respect to sector of issuers (figure 2), we can observe that most common (dominant) issuers are still banks and financial institutions (45%) as well as agencies (18%), but it’s interesting to see that after utility sector (6%), most probably running the alternative energy and energy efficiency project, oil and gas industry is entering green bonds market with 3% share in the amount issued.

That structure was mirrored in 2017, where all the financial institutions took a share of 50%, agencies 19%, but utility projects were only 3%, same as oil and gas sector, supranational institutions were clearly more active in previous years, because in 2017 their share was only 7%. Interestingly enough a sector called sovereign appeared to be quite active on the green bonds market in 2017 with a share of 10%. More in-depth analysis shows that the only contributor was the government of France that issued green bonds worth $12 bn in this year with maturity of 22 years, for the purpose to finance eligible green projects.

Figure 3 presents the share of issues denominated in major currencies based on the amount issued in USD. In the whole sample bonds denominated in EUR were dominating the sample, mainly due to multinational consortia placing these securities on Eurobond Markets, followed by bonds denominated in USD, issued by banks and other financial institutions.

These two big groups of players are followed by very active, since 2016, Chinese issuers. Chinese yuan holds a share of almost 12% in the whole sample. These observations are confirmed in Marszałek&Daszyńska-Żygadło (2016) study and in Ehlers&Packer (2017) research, that in addition shows especially significant growth of green bonds issuance in emerging market economies (EMEs), particularly Chinese corporate entities. Solely in 2017 the proportions are maintained, including the fourth largest currency in place being Swedish Krona.

CBI report from 2016 also reveals that characteristics of all the bonds issued by companies to invest in green assets, but that weren’t labelled as green are slightly different. Taking into account all the labelled and unlabeled green bonds CBI report shows that 35% of bonds are denominated in Chinese RMB, followed by 23% of bonds denominated in USD, only at the third place there were bonds issued in EUR (16%) being common currency for issuers in emerging and developed markets. That mismatch of proportions indicates the differences in perception of labelling bonds issued to finance green projects between markets. While for European and majority of EMEs issuers that place their issues
at Eurobond Markets it is important from the perspective of higher credibility and lowering costs of capital (YTM), it is not that important for Chinese entities that finance green projects.

3. Data, methodology and research results

As the green bond market continues to grow, it is important to understand the volatility dynamics of this market segment in relation with other sectors in the financial market and its sensitivity for the changes of other sectors. Along with this rapid development, indices are playing an important role in tackling the issues of some major barriers that institutional investors were facing in the past, especially a lack of understanding of the types of green bonds and lack of reliable and aggregated data about their risk and performance.

A number of rating agencies and financial institutions in collaborations have created indices to exclusively cover green bonds. The movement has started in 2014. The first green bonds index was launched by Solactive in March 2014. It was followed by S&P in July. Bank of America Merrill Lynch started with their index in October and MSCI in collaboration with Barclays launched their family of green bonds indices in November 2014 (GREEN BOND PRINCIPLES 2017).

These indices play important role in driving demand for green bonds among institutional investors and are a sign of the market’s growing maturity.

According to availability of data in databases that authors’ universities have access to, namely Thomson Reuters Datastream and Eikon, Solactive Green Bond Index (SOLGREEN) was chosen for further analysis. It is a rule-based, market value weighted index with the maximum weight capped at 5% per bond, calculated as total return index denominated in USD. Solactive trusts the judgment of Climate Bonds Initiative (CBI) and follows the criteria provided by CBI in order to select bonds for the inclusion in the index. The minimum amount outstanding has to be of at least USD 100 million. Final Maturity must be no later than in 6 months prior inclusion. The index include inflation linked bonds, convertible bonds and municipal bonds. It is being rebalanced on a monthly basis at the end of each month, five working days before month end. As of 3rd of May 2017 the index included 205 bonds, currently on the date of paper preparation (20.02.2018) it included 328 bonds. Among which 40% (132 bonds) were issued by banks, 37% (121 bonds) were issued by corporations, and remaining 23% (75 bonds) were issued by governments and municipalities. That structure reflects the structure of the labelled green bonds market. Increase of the number of bonds included in the index could also be recognized as an argument of growing demand and growing market of green bonds.

Daily logarithm rate of returns of the index are plotted on the chart presented at figure 4.
In order to provide evidence supporting increasing recognition of green bonds and rising significance of those instruments as sustainable finance instruments analysis of performance of that index was conducted in correspondence with the broadest and universal bonds index that is provided by Solactive (MVIS EM Aggregate Bond (TR Net)) that is used as a benchmark. Daily logarithm rate of returns of the index are plotted on the chart presented at figure 5.

First of all, volatility was measured by standard deviation on the basis of daily logarithmic rates of return calculated for the period between March 2014 and January 2018 of both indices. The yearly results are plotted on figure 6.
One could observe that volatility of green bonds index grows stronger and faster than the aggregated bonds index, it also follows the declining pattern, but still is maintained at a higher level than aggregated bonds index, even though the differences are very minor, it indicates that risk of investing in green bonds index is slightly higher than of the aggregated one.

In order to analyze the sensitivity of green bonds index for the changes of the broader conventional bonds index we estimated beta coefficients, based on the following equation:

$$\beta = \frac{\text{Cov}_{im}}{V_m}$$

Where: Cov_{im} – covariance of the rate of return of green bonds index and the broad conventional bonds index, V_m – variance of broad conventional bond index.

Similarly, as volatility, betas were estimated on the basis of daily logarithmic rates of return calculated for the period between March 2014 and January 2018. In order to reduce, to some extent, the bias of reported daily betas lower than they really should be for illiquid securities, and for liquid securities reporting higher betas than justified, as Damodaran (1999) argues, we decided to use 60-day rolling betas.
One could see that there is continuing trend of increasing sensitivity of Green Bond Index over changes in aggregated index (figure 7), the closer the result was to 0 the more immune the Green Bond Index was to changes of aggregated bond index. After rapid growth in 2015, where 1 indicates exactly the same reaction of green bonds index to changes in aggregated bonds index there was a downturn trend, followed by slow but sustainable increase back to results oscillating around 1. It indicates that along with the development of green bonds market the Solactive Green Bond Index reflects reactions on the changes on overall bonds market. That might also be interpreted as more active trading on the green bonds market by bigger group of investors. In result that would confirm the thesis about higher recognition of these securities on the market. Growing value of beta and results above 1 also indicates that the risk of investing in the green bond index is increasing and at the end of analyzed period is not immune to changes of the overall bond index, therefore the risk of investing in green bond index is at similar level as the risk of the conventional bond index.

To conduct robustness test we verified our results based on 120-day rolling betas, our findings are plotted on the chart presented at figure 8.

![Figure 8: 60-days rolling beta coefficients of Solactive Green Bond Index in reference to MVIS EM Aggregate Bond Index](image)

Source: own elaboration.

Results obtained on the basis of a different time interval reveal exactly the same tendencies in beta behavior, and changes in similar scope. Therefore, they confirm previous findings. One important observation is that using longer time interval leads to results that are more normalized and range of changes is smaller. The highest beta is only slightly higher than 1, while for the 60-day it reaches the result of 1.4.

Both ways of calculations show growing value of beta and results above 1. It indicates increasing risk of investing in the green bond index and at the end of analyzed period no immunity to changes of the overall bond index, therefore the risk of investing in green bond index is connected with the similar level of risk as the conventional bond index.
4. Discussion and Conclusions

Findings of this paper confirm that the market of green bonds is developing in a constant and rapid pace. The dominant sector is still financial institutions, mainly banks. Currency that green bonds are being denominated in is EUR in significant majority of labelled green bonds issues. While looking at the climate aligned bonds without a green label the picture changes a lot. In such a case dominant position is taken over by Chinese investment projects in green assets.

Following Pahm (2017) it could be stated that with the growing awareness of environmental issues among investors and the general public, the determination to mobilize the global debt market as a low-cost and long-term financing instrument for a green economy is very strong and increasing. Green bonds are crucial instruments of sustainable finance, having a lot of attention and support from European Union institutions.

Our findings regarding the volatility of green bonds market in correspondence with a broader market of conventional bonds stay in line with findings of Pahm (2017). Research results of this paper also show that sensitivity of green bonds market towards changes in conventional bonds market measured by beta coefficient between Solactive Green Bond Index and MVIS EM Aggregate Bond Index is increasing and oscillating around 1 in the resent period of analysis after the time when it was almost independent and not sensitive to changes of the benchmark. It indicates growing maturity of green bonds market as well reaching the risk comparable to conventional bonds market.

Implications for investors and policymakers resulting from this study could be drawn in few categories. First of all, investors could use these results as an indication to construct optimal risk-minimizing portfolio mix between green bonds and conventional bonds. Although changes of sensitivity shown in the studied period indicate that updating of the optimal portfolio mix would be required on a frequent basis. Additionally, due to the fact that risk and returns of both green and conventional bonds are becoming more and more similar, it is important for the issuers to introduce stronger differentiating strategies in order to attract investors. In the light of previous findings about the relatively small size of green bond market (BIS Statistics 2016) and its characteristics as well as huge demand for large scale investment in projects that would support the transition of economy towards more sustainable model (Better growth..., 2014) it is highly recommended to stimulate the investors’ awareness in order to allow green bond market to reach wider group of investors. More consistent green bonds standardization across jurisdictions as suggested in HLEG report (2018) could help to further develop the market (Ehlers and Packer, 2017).

Future research could extend the scope of the study by verifying conclusions drawn on the basis of analysis of one green bond index on various green bond indices. Also using different methods of analysis, such as studying conditional volatility and clustering of volatility, could be valuable in order to support findings of this paper. Additionally, it would be worth analyzing not only the attractiveness of green bonds for investors and the risk they carry, but also the climate impact the projects financed by green bonds issuance have.
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Development of FinTech financial innovation sector – an opportunity or a threat to people employed in banking?
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Abstract

FinTech financial innovation sector is in the third – the most dynamic development phase. EU directives i.a. PSDII and the activities promoting non-cash trading enable FinTech sector companies to cooperate extensively with banks within financial services distribution. The development of the FinTech sector will substantially reduce the costs of banking operations. The largest financial institutions in the Czech Republic and Poland face numerous challenges that, if properly used, may affect the achievement of lasting competitive advantages in the financial market. The cooperation of banks with FinTech companies will lead to a redefinition of banks strategies. For this purpose, banks will most likely limit the level of employment in their branches and even further promote online and mobile banking. In 2011-2016, in the largest banks in the Czech Republic and Poland the increase in the number of people employed in these institutions depended on i.a. the increase in the size of the bank and financial result. In 2018-2020, despite the increase in the total assets of banks and the improvement of the financial result, employment in the banking sector may be limited.
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1. Introduction

FinTech (Financial Technology) is a sector of companies that use modern IT technologies in the financial market. They offer their services to the financial sector, consisting of the subsectors: banking, insurance, Asset management and capital markets, capital raising and personal finance, payments, data and analytics, cybersecurity and other software. Financial services through the development of this market can reach consumers using modern distribution channels. Financial institutions, which initially did not support the development of this market, currently note more and more positive aspects that can significantly affect the efficiency of their operations. The dynamic development of this market is
a challenge for market supervisors and institutions creating the financial security network. The FinTech market creates opportunities for dynamic development of the entire financial market, but also has numerous barriers that can significantly affect its development.

The aim of the study is to present the level of FinTech market development in the Czech Republic and Poland and to identify variables affecting employment level in the largest banks operating in these markets. Numerous literature and panel studies were used to fulfill this aim.

2. FinTech market in the Czech Republic and Poland – directions of development

The financial market in the countries of Central and Eastern Europe is especially open to modern solutions within financial services development. The dynamic development of online and mobile banking, as well as the functionality of payment cards (including online payments using cards, proximity and contactless payments, cashback), lead to the interest of financial institutions in CEE countries with innovative IT solutions. The FinTech sector has been developing since 1866 (Table 1).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Era</td>
<td>FinTech 1.0</td>
<td>Fintech 2.0</td>
<td>Fintech 3.0</td>
</tr>
<tr>
<td>Geography</td>
<td>Developed world</td>
<td>Global</td>
<td>Developed world</td>
</tr>
<tr>
<td>Key players</td>
<td>Infrastructure</td>
<td>Banks</td>
<td>Technology</td>
</tr>
<tr>
<td>Shift origin</td>
<td>Globalization</td>
<td>Technology</td>
<td>2008 Financial crisis</td>
</tr>
</tbody>
</table>

Source: Douglas W. Arner, Janos Barberis, Ross P. Buckley, Fintech and regtech in a nutshell and the future in a sandbox, CFA Institute Research Foundation, s.4.

In a generous sense of term, FinTech encompasses companies that simply provide the technology (such as software solutions) to financial service providers (Dorfliehtner, Hornuf, Schmitt, Weber, 2017). The development of financial system infrastructure in these countries and relatively low hourly gross labour costs (in Poland EUR 8.4, the Czech Republic EUR 9 – the EU average EUR 24.6), provides the opportunity to create significant competitive advantages in these markets. Banks in Poland and the Czech Republic are characterized by modern solutions compared to other European banking sectors. In these markets technology is very well developed in the field of offering card and mobile payments, which thanks to their advancement can be an example of the development of this market segment for western European countries. That is why we talk more and more often about “FinTech banks” or “FinTech at banks” in Poland, and the most innovative banks treat themselves as part of the FinTech sector (FinTech w Polsce, 2016). Nevertheless, the management also sees a number of threats related to the development of this market. According to surveys, 43% of the management say that FinTech companies pose a serious threat to banks activity (World FinTech report, 2017). It is worth mentioning that the development of technology can significantly affect the employment level in the banking sector. The reorganization of traditional bank branches and the creation of modern, automated banking outlets can significantly reduce the number of people employed in the banking sector.
The FinTech market development will certainly in a significant way:

- reduce the level of costs in financial institutions,
- create the opportunity to stand out in the market,
- enable clients to be maintained in financial institutions,
- create additional revenues for the financial sector.

According to the PWC (Banki i Fintechy, 2016) report, with regard to the development of the FinTech market, by 2020, the biggest change will affect individual (personal) banking sector and the form of money orders and payments (including through the development of payment systems – enabled by the PSDII directive) (Figure 1).

According to the Deloitte report (FinTech in CEE, 2016), the FinTech market in all CEE countries is valued at over EUR 2.2 billion. The largest markets in the analysed area of Europe are:

- FinTech market in Poland – EUR 856 million,
- FinTech market in Austria – EUR 588 million,
- FinTech market in the Czech Republic – EUR 190 million.

The FinTech market in Poland and the Czech Republic will grow dynamically in the coming years. Financial institutions in these countries will be interested in maintaining the clients they own and attracting innovative clients, including the so-called. Millenians who are interested in modern solutions within technology used in finance. In recent years, the symbol of innovation in the financial services market in Poland and the Czech Republic was the dynamic development of the payment card market and their functionality. According to Visa Europe data, in the Czech Republic there are 3.3 proximity transactions carried out monthly per capita, whereas in Poland 2.4 transactions.
Nevertheless, according to the Recent trends report in banking (Recent trends report, 2017), Western European countries are definitely more developed (in terms of digital transformation and the use of modern technologies) (Table 2).

Table 2: % of TOP 5 Banks in given country offering digital sales*

<table>
<thead>
<tr>
<th></th>
<th>Internet channel</th>
<th>Mobile channel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Overdraft</td>
<td>Cash loan</td>
</tr>
<tr>
<td>Poland</td>
<td>40</td>
<td>100</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>40</td>
<td>60</td>
</tr>
</tbody>
</table>

Notes: *Including sales through digital channels which require signature on documents delivered by courier.

Innovations in the instant payments market can have a significant influence on the development of this type of payment market. The Bank of England decided on a revolutionary step in terms of the functioning of payment systems in July 2017 (Bank of England, 2017). Its decisions led to the fact that non-bank payment institutions have the option of setting up settlement accounts. This may result in making external transfers in the near future with the use of non-bank payment institutions without the intermediation of banks. It is worth noting that in Poland, the ordinance of the Finance and Development Minister of July 2017 (Rozporządzenie MFiR, 2017) allows national payment organizations that are not banks to apply to the NBP for a bank account number – the clients they serve. Such actions of market regulators and dynamic development of innovations – especially FinTech market may lead to significant changes in the functioning of systems and payment schemes, and the PSDII directive implemented in EU countries can only develop this market.

Among the barriers to the development of financial innovations in the FinTech market it can be mentioned:

- unclear legal regulations,
- general lack of knowledge among potentially interested entities in this sector,
- lack of policy to stimulate the financial innovation development in Poland,
- lack of supervisory cooperation with market participants,
- lack of incentives of a fiscal nature.

The work of the team for the development of financial innovation (FinTech), operating at the Polish Financial Supervision Authority, led to the identification of as many as 85 barriers – a significant discouragement to the development of this market in Poland. The largest number of barriers has been identified in the area of implementation of the PSD II Directive and the MIFID II Directive (Raport z prac zespołu, 2017). All opportunities and threats posed to financial institutions can significantly improve their financial results and numerous indicators, e.g. cost to income relation. However, this will happen at the expense of limiting employment in traditional bank branches – which will be less and less often used to sell banking services.
3. The situation of the largest banks in the Czech Republic and Poland in the domestic banking market

The banking sector in the Czech Republic and Poland is one of the best developed banking markets in the countries of Central and Eastern Europe. The analysis of the situation of banks in domestic sectors included four largest institutions operating in the banking market. In the Czech Republic, the largest banks in terms of total assets belong to foreign capital (CEE Banking sector report, 2017):

- CSOB – (Belgian KBC group) – 17.7% – market share,
- CS – (Austrian ERSTE group) – 16.8% market share,
- KB – (French SG Group) – 14.6% market share,
- UniCredit (Italian group) – 10.3% market share.

The four largest banking groups in the Czech Republic have nearly 60% of the entire sector assets.

In Poland, the largest banks in terms of total assets in 2016 were:

- PKO BP SA – (State Treasury) – 16.7%,
- Bank PEKAO SA (in 2016, the Italian Unicredit group – currently the State Treasury) – 10.2%,
- Bank Zachodni WBK SA (Spanish group Santander) – 7.7%,
- mBank SA (the German Commerzbank group) – 7.5%.

The four largest institutions in Poland in 2016 had over 42% share in the entire banking market. The State Treasury was a strategic investor only in PKO BP SA bank among the analysed institutions. It is worth emphasizing, however, that as a result of numerous changes in the banking market in Poland – bank repolonization, a large part of the sector has been nationalized and the State Treasury has an increasingly larger share in the Polish banking sector (including the purchase of PEKAO SA bank from the Italian UniCredit group).

The largest banking groups in the Czech Republic and Poland are presented in Figure 2. All analysed banks in 2016 had larger assets than in 2011. Among the analysed banks, PKO BP SA bank stands out definitely in terms of its size, which in 2016 had total assets exceeding EUR 64 billion. The largest banks in the Czech Republic (CS and CSOB) have assets of around EUR 40 billion.
The development of the FinTech market can significantly affect the level of costs related to running banking operations – significantly limiting them. The cooperation of banks with companies from this sector may affect the modernization of financial services distribution channels. This should result in a decrease of the cost to income indicator, the level of which in the analysed banks was presented in Figure 3. The two largest banks in the Czech Republic have a relatively low C/I level (about 48%). In turn, the two largest banks in Poland have a high level of this indicator (about 56%) – which may suggest that Czech banks better manage the relation of the income earned to the costs incurred in banking operations. It is worth emphasizing that in the largest banks in Poland in 2015–2016 the level of this indicator has increased significantly, which may be caused by:

- problems of the parent company of PEKAO SA bank (Unicredit group),
- numerous takeovers by PKO BP SA bank,
- introduction of a bank tax in Poland (0.44% of total assets),
- increasing the capital requirements for banks.

Introducing financial innovations in the FinTech market should significantly reduce the costs of banking operations – and thus increase bank profits. However, a decline in employment in the banking sector can be a very significant social cost of this market development. Financial innovations may encourage banks to distribute banking services through modern distribution channels (e.g. internet banking, mobile banking), and closing traditional bank branches. Therefore, a significant number of people who are employed in the so-called branch banking may be dismissed. It is also worth emphasizing that the decrease in employment in the banking sector may be affected by numerous mergers and acquisitions in the banking market. Analysing the employment level in the largest banks in the Czech Republic and Poland (Figure 4), there is no downward trend in the number of people employed in the largest banks. However, these are data until 2016. In 2017, the implementation of numerous EU regulations (including the PSDII directive) started, while companies from the FinTech sector began a dynamic development in the
banking market. In addition, noting significant consolidation of the banking sector in Poland (at the end of 2017, 35 commercial banks carried out activities, in 2011 – 49 commercial banks), a significant drop in the number of people employed in the banking sector can be expected. It is also worth emphasizing that the promotion of non-cash transactions in both countries will have a significant impact on this situation.

Figure 3: cost to income %
Source: own study.

Figure 4: number of employees.
Source: own study.
4. Methodology and Data

The level of people employed in the banking sector is a particularly important element on which the development of banking will have a clear impact. Therefore, in the panel study an attempt was made to answer the question what factors affect the number of people employed in the largest banks in the Czech Republic and Poland. The number of people employed in banks was established as an explanatory variable. Multiple regression was used to verify determinants affecting the number of employed persons in banks. Statistical data describing multiple regression are panel data. The weighted least squares method formulated by Gauss and developed by Markov was used showing the results of regression. The estimation was made using the “gretl” program. Multiple regression makes it possible to present some quantities in the form of a logarithm – to avoid excessive variation. Such an option was used at the response variable – the number of people employed \( \ln L_Z \), and explanatory variables – total assets \( \ln SA \) and the net financial result \( \ln WF \). The response variable in the model was the number of people employed in banks \( \ln L_Z \). Various explanatory variables were chosen to determine the impact of selected variables:

- macroeconomic variable: GDP – the rate of economic growth measured by the change in the value of GDP at constant prices in the country
- microeconomic variables: the bank size, measured by the value of \( \ln SA \) assets, the efficiency of action measured by average return on equity ROE, the share of costs in income C/I, gross profit margin PM and net interest margin NIM, net financial result, as profitability of the business – \( \ln WF \), and the capital adequacy ratio as the level of bank security – SR.

The significance of all variables is presented with the assumption of ceteris paribus.

Table 3: The research results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Factor</th>
<th>Value p</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ree term</td>
<td>-20.4572</td>
<td>&lt;0.00001</td>
<td>***</td>
</tr>
<tr>
<td>PM</td>
<td>-0.0399</td>
<td>&lt;0.00001</td>
<td>***</td>
</tr>
<tr>
<td>NIM</td>
<td>-0.0596</td>
<td>0.48168</td>
<td></td>
</tr>
<tr>
<td>C/I</td>
<td>-0.0033</td>
<td>0.66236</td>
<td></td>
</tr>
<tr>
<td>ROE</td>
<td>0.0292</td>
<td>0.11659</td>
<td></td>
</tr>
<tr>
<td>SR</td>
<td>0.0946</td>
<td>0.00036</td>
<td>***</td>
</tr>
<tr>
<td>( \ln SA )</td>
<td>0.5188</td>
<td>0.07854</td>
<td>*</td>
</tr>
<tr>
<td>( \ln WF )</td>
<td>0.8843</td>
<td>0.00125</td>
<td>***</td>
</tr>
<tr>
<td>GDP</td>
<td>0.0435</td>
<td>0.00040</td>
<td>***</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.9717</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted ( R^2 )</td>
<td>0.9659</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: own research.

5. Results

As a result of the conducted research (table 2), it was concluded that the employment in the largest banks in the Czech Republic and Poland in 2011–2016 depended on several variables. The macroeconomic variable of GDP growth characterizing the country economic development positively influenced the increase in the number of people employed. Similarly, microeconomic variables such as – an increase in the total assets of the bank and the bank financial result caused an increase in the number of people employed in
these banks. In addition, the increase in the solvency ratio also promoted employment growth. In the case of a decline in the gross margin, the number of people employed in banks also decreased.

The above trends characterized the impact of variables on the number of people employed in the largest banks in the Czech Republic and Poland in 2011–2016. The development of the FinTech financial innovation sector and other activities promoted by market regulators will certainly have a positive impact on the growth of banks total assets and their financial results. However, the development of this market may be connected with a significant reduction in the number of people employed in banking – especially in 2017–2020.

6. Discussion and Conclusions

The development of the FinTech market is inevitable. Changing the preferences of financial institution clients – towards more complex, innovative banking services, favours the development of companies from the financial innovation sector. As a result of regulatory changes (including the PSDII directive), banks must adapt to the new law and start deeper cooperation with companies offering financial innovations. In the absence of cooperation between the bank and these companies – banks may in the future be only a place to store cash. All other operations will be carried out by companies from the FinTech sector. In the face of these changes and forecasts determining a significant increase in the FinTech sector, banks will limit employment in their institutions. Modern distribution channels of banking services will force banks to redefine their strategies. Therefore, many traditional banking branches (employing over a dozen people) will be replaced by the so-called bank kiosks – located in large groups of people – e.g. shopping centres. Modern channels of banking services distribution – e.g. mobile banking, will lead to the fact that the sale of banking services in traditional branches will be marginalized. As a result of shifting the distribution channel to electronic banking, banks will significantly reduce the costs associated with the sale of banking services, i.a. by limiting the employment. In addition, it is promoted by e.g. the governments of countries, non-cash transactions, which already leads to the resignation of cash transactions at a bank branch by banks operating in the Czech Republic and Poland.
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Abstract

This paper deals with the sustainable investing issue. Special attention will be paid to sustainable, responsible, and impact investing (SRI) and so called ESG investing. This type of investing incorporates measurable criteria to compare investments across the three broad categories of Environment, Social and Governance (ESG). The results will be based on the Mutual Fund and Exchange-Traded Fund (ETF) Performance Chart which displays all sustainable, responsible and impact mutual funds and ETFs offered by member firms of the Foundation’s Center for Sustainable Investment Education. 178 SRI funds will be evaluated and compared. The correlation between the assets under management (AUM) and the 5 year return will be observed as well as the relation between the 5 year return and the management fee. From these outcomes, negligible dependence of the management fee (Mgmt) on the volume of managed funds can be deduced, but a certain dependence of the average five-year (stable) return on the invested funds can be drawn. In case of the relationship between the 5-year average return (5yr) and the management fee, we can only confirm mutual independence of the assessed quantities. The results will be used for the recommendations in the investment decision making process.
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1. Introduction

1.1. Sustainable and Responsible Investing

In the aftermath of the 2008/2009 World Financial Crisis, SRI is an idea whose time has come. (Puaschunder, 2017) Sustainable and responsible investing (SRI) is an investment policy that adds a third dimension to the risk to investment return ratio, namely the social responsibility. It is a unique approach to melding mission and investing. (Matloff, Chaillou, 2013) Sustainability and responsibility of individual companies are the main topics. Voorhees and Humphreys (2011) define SRI as an investment strategy that includes environmental, social and (corporate) governance criteria to generate long-term competitive financial profits and positive social impact. Criteria of social responsibility usually guarantee a certain security level and long-term sustainability of the company for the investors, and hence investing in it. Trnková (2014) points out that ability of the company to respond to environmental and social issues is the explicit indicator of its maturity and quality of its management. It is therefore clear that SRI has a close link with corporate social responsibility (CSR), which addresses the issue of sustainability from the point of view of the company, not the investor.

SRI emphasizes the areas important for the investors, namely to find interesting financial returns with a positive impact on the environment. With respect to growing concerns about climate change and global warming, geopolitical instability and uncertainty in financial markets, such a search has become more urgent. Rising awareness and promotion of responsible investing has caused that such approach becomes a common integral part of the investment processes of many investors. These responsible investors hope to improve sustainability by cooperating with corporate managers and capital allocating to socially responsible companies (Desclée, et al., 2016).

The socially responsible investing is one of the ways how to support the entities contributing to life improvement on Earth (Bublová, 2016). The reasons, why the investors prefer SRI, are mostly either personal values or values and hence requirements of the clients. Awareness that the funds are invested to support their values is so important for some investors that they are willing to accept a lower return on their investment. (Desclée, et al., 2016) This statement is also supported by Hong and Kacperczyk (2019), who claim that investors are willing to pay financial costs by excluding the so called Sin stocks, such as alcohol, tobacco, weapons beyond social norms, even though they would have a higher expected return than other comparable stocks. A much larger group of investors would like to support these values, provided that negative impact on the return is minimized. The investors within SRI pinpoint a strong financial performance and confidence that the invested funds will contribute to social, environmental and governance progress (SRI basics, 2017). Though it has not been demonstrated yet that SRI investing would reach a lower or higher return that investing in “unsustainable and irresponsible” funds, a certain non-financial benefit has been proved. This non-financial benefit is referred to as the ‘psychic dividend’ of socially responsible investing (SRI). Using constant relative risk aversion and loss aversion utility functions, we estimate that investors only need to earn a non-financial benefit of two to six basis points per month for them to be indifferent between investing in SRI and non-SRI portfolios. (Ainsworth et al., 2018) Therefore, focusing on long-term responsible investing should be important for all fund managers to fulfill their trust responsibilities towards the investors (Friede et al., 2015).
Financial data such as financial statements are no longer sufficient for a complete report on the nature and business prospects of corporate investing in this changing environment. There is an urgent need for additional information to describe the risks caused by negative factors. The companies affecting their surroundings negatively may face undesirable changes in their operating environment resulting, for example, from regulations (Desclée et al., 2016).

The term SRI seems to be preferred and accepted thanks to its wider range. There is not only one term for describing the socially responsible investing (Voorhes & Humphreys, 2011). We can meet different terms such as ethical investment, green investment, impact investing, responsible investing, ESG investing, and many others. Bublová (2016) points out that all such types of investing involve the factor of social responsibility and their definitions often intersect; differences arise in the type of the used financial instruments or in a more detailed addressing. The SRI abbreviation can thus be used as an umbrella incorporating socially responsible investing as a complex whole.

In 2012, $1 out of every $9 US assets under professional management was invested in some form of sustainable investment. Global sustainable investment assets have expanded dramatically, rising from $13.3 trillion at the outset of 2012 to reach a total of $21.4 trillion at the start of 2014. Most of the SRI assets are in Europe (63.7 percent), but the relative contribution of the United States has increased from 28.2 percent in 2012 to 30.8 percent in 2014, and over this two-year period, the fastest growing region has been the United States, followed by Canada and Europe. These three regions are also the largest regions in terms of assets, accounting for 99 percent of global SRI. (Mikolajek-Gocejna, 2016)

In Europe, according to the SRI Study 2016, Impact Investing is confirmed as the fastest growing strategy with a growth of 385%. Although the growth remains small in terms of assets, it has made Impact Investing, once more, the most dynamic and definitely the most promising approach for investors. Impact Investing is followed by Sustainability Themed investments in 2015, with a remarkable growth of 146%. Norms-based screening is the second biggest SRI approach with over €5 trillion in assets under management (AuM) and a steady growth rate of 40%, demonstrating a sustained growth per annum of 31% since 2009. (SRI Study 2016)

1.2. ESG pillars

Areas of the Socially Responsible Investing (SRI) are defined differently. Bublová (2016) mentions the 3P concept: profit, planets, people, other sources show 3 pillars: financial, social and environmental (Socially Responsible Investing Gains Popularity, 2017); in practice, the ESG abbreviation, incorporating environmental, social and governance aspects, is used as well.

Desclée et al. (2016) claim that the ESG indicators play different roles depending on the type of company and its geography. For example, the risk of pollution and environmental damage is important in the sectors such as chemical industry, on the contrary, it is almost unimportant in the financial sector, where social and governance factors are more relevant. Various factors highlight attitudes of the companies towards the risks that could threaten or even disrupt the trading company in the long run. ESG indicates whether or not the company is managed well and whether or not priority of the shareholder interests is ensured. It can therefore be understood a certain quality standard of corporate management. However, reliance on ESG can be considered a method of confidence that
the desired corporate behaviour will be beneficial to the investors for a long time period (Desclée, et al., 2016).

The Environmental criterion incorporates the overall environmental policy, utilization of local resources, waste management and disposal, and much more (Bublová, 2016). The Environmental part contains threats and opportunities that are specific to a particular sector and activities of the company (Desclée, et al., 2016), and therefore they differ from one sector to another. Negative impact of the company on its surroundings then poses a greater risk to the company resulting from the legal actions or regulatory penalties.

The Social part incorporates health and safety of employees, consumer’s rights, working conditions, relations with the local community (Bublová, 2016), further on, human rights, customers and employee’s rights and, of course, disagrees with the child labour. The Social part takes into account work management, diversity and discrimination, working conditions, employee’s safety, product safety, fair trade products, advertising ethics, human rights policy. Poor conditions under this part may lead to high employee turnover, low productivity and quality of labour.

Governance is focused on ethical behaviour, equal opportunities and good business relationships (Bublová, 2016), but also on sound financial indicators and development potential. It also monitors business governance, business ethics, anti-competitive practices, corruption and instability, anti-corruption policy, anti-money laundering policy, disclosure of compensation, gender diversity of the council. Desclée et al. (2016) points out that bad corporate governance may result in bad incentives from the management or in a higher risk of accounting irregularities.

The Barclays research (Desclée, et al., 2016), addressing large asset managers, showed in 2016 that their view of ESG importance differs from the view of the asset owners. The owners consider the environmental (E) component as the most important one, whilst the managers consider governance (G) a more relevant component.

2. Methodology and Data

2.1. Method of selecting investment opportunities

For assessment of sustainable investing, data from the selected funds have been used, namely from the American premier financial Barron’s magazine and from the Bloomberg Environmental, Social and Governance (ESG) Data Service. Volume of the managed funds (AUM), average returns for five years (5 yrs) and the management fee (Mgmt) as a supplement, have been selected as the basis for further expertise. 178 descriptive data from investment funds have been applied in total.
Table 1: Input data, abridged view

<table>
<thead>
<tr>
<th>ID</th>
<th>Ticker</th>
<th>AUM [US$ millions]</th>
<th>5 yr Avg [%]</th>
<th>Mgmt Fee [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BLX</td>
<td>16 115.20</td>
<td>14.42</td>
<td>0.60</td>
</tr>
<tr>
<td>2</td>
<td>PARWX</td>
<td>5 217.38</td>
<td>18.49</td>
<td>0.69</td>
</tr>
<tr>
<td>3</td>
<td>TISCX</td>
<td>2 978.66</td>
<td>14.90</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>TRPSX</td>
<td>2 978.66</td>
<td>14.72</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>TICRX</td>
<td>2 978.66</td>
<td>14.58</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>TRSCX</td>
<td>2 978.66</td>
<td>14.60</td>
<td>0.15</td>
</tr>
<tr>
<td>7</td>
<td>PARMX</td>
<td>2 801.65</td>
<td>13.70</td>
<td>0.74</td>
</tr>
<tr>
<td>8</td>
<td>NBSRX</td>
<td>2 357.06</td>
<td>14.71</td>
<td>0.73</td>
</tr>
<tr>
<td>9</td>
<td>NRARX</td>
<td>2 357.06</td>
<td>14.21</td>
<td>0.73</td>
</tr>
<tr>
<td>10</td>
<td>NBSTX</td>
<td>2 357.06</td>
<td>14.51</td>
<td>0.87</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>173</td>
<td>PAFSX</td>
<td>16.39</td>
<td>0.00</td>
<td>1.10</td>
</tr>
<tr>
<td>174</td>
<td>TSMDX</td>
<td>14.52</td>
<td>0.00</td>
<td>0.75</td>
</tr>
<tr>
<td>175</td>
<td>LCILX</td>
<td>8.35</td>
<td>0.00</td>
<td>0.65</td>
</tr>
<tr>
<td>176</td>
<td>SEEFX</td>
<td>5.25</td>
<td>0.00</td>
<td>0.65</td>
</tr>
<tr>
<td>177</td>
<td>VGSRX</td>
<td>4.18</td>
<td>0.00</td>
<td>0.40</td>
</tr>
<tr>
<td>178</td>
<td>ICAN</td>
<td>4.06</td>
<td>0.00</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Source: The Forum for Sustainable and Responsible Investment; Morningstar (2017), Sustainalytics in The Top Sustainable Mutual Funds (2017)

2.2. Assessed data testing

To assess dependence of the input data, it is advisable to apply the correlation analysis (Pearson’s correlation coefficient) and a selected test of independence of the measured quantities, namely the Pearson’s chi square test. Calculation of the Cramer’s coefficient seems to be a suitable supplement.

Correlation analysis

The correlation analysis assesses dependence of the quantities, i.e. how strong their mutual relationship is. In statistics, correlation is understood as the mutual linear relationship between the measured quantities (quotation). Covariance and/or a better interpretable Pearson’s correlation coefficient is the basic approach for testing intensity of the linear dependence of two random variables \(X_1, X_2\) (Pecáková, 2011). Calculation of the Pearson’s correlation coefficient is demonstrated by (1).

\[
r_{X_1X_2} = \frac{Q_{X_1X_2}^{\frac{1}{2}}}{\sqrt{Q_{X_1X_1} Q_{X_2X_2}}},
\]

\[
Q_{X_1X_1} = \sum_{j=1}^{n} (x_{1j} - \bar{x}_1)^2, \quad Q_{X_2X_2} = \sum_{j=1}^{n} (x_{2j} - \bar{x}_2)^2
\]

(1)

where \(Q_{X_1X_2}\) is the so-called covariance of the variables \(X_1\) and \(X_2\). The correlation coefficient takes values from the interval \((-1; 1)\), and its zero value is understood as the absence of linear dependence of the monitored pair of variables. On the other hand, in case of func-
tional dependence, where value of one variable, based on the straight line equation, indicates clearly value of the second variable, the correlation coefficient is ± 1. The sign in this case reflects direct and/or indirect linear dependence, and magnitude of the coefficient reflects intensity of this dependence (Meloun, Militký, 2012). Specifically, in the case of a positive correlation, the variable values are rising; when the correlation is negative, the value of one variable is rising and the other is decreasing. We use the zero-value to mark the non-existence of a linear relation.

**Pearson’s chi square test**

Pearson’s chi square test is the basic and most frequently used paired independence test in the contingency table. In this approach, under the zero hypothesis we shall understand the claim that the random variables $X_1$ and $X_2$ are independent, interdependence of random variables being the alternative hypothesis. This is the probability rate that the random variable $X_1$ will not affect the random variable $X_2$ in case of the zero hypothesis (Řezanková, 2011).

$$
\chi^2_p = \sum_{i=1}^{R} \sum_{j=1}^{S} \frac{(n_{ij} - m_{ij})^2}{m_{ij}},
$$

where the chi square statistics takes values from the interval $(0; n (q-1))$, where $q = \text{min} \{R, S\}$. The test is based on comparison of the observed frequencies (experiment) and the so called expected frequencies (based on $H_0$ hypothesis validity) of individual combinations of the random variables $X_1$ and $X_2$ (Meloun, Militký, 2012).

However, the chi square independence test does not indicate anything about the relationship strength, it merely fails to reject or rejects the zero hypothesis about dependence of the random variables $X_1$ and $X_2$. To identify strength of the relationship, it is advisable to use an adequately chosen descriptive coefficient.

**Cramer’s coefficient**

This is a chosen coefficient, on the basis of which strength of the mutual state (dependence) of two random variables can be determined.

$$
K = \sqrt{\frac{\chi^2}{n \cdot \text{min}(r-1, s-1)}},
$$

For random variables $X_1$ with $r$ values $(1, 2, ..., r)$ and $X_2$ with $s$ values $(1, 2, ..., s)$. In the formula, the $n$ marking pertains to the range of the file set of the observed variable. The closer the coefficient to 1, the higher the dependence of the variables $X_1$ and $X_2$, for $K=0$, there is a maximum independence, and for $K=1$, a maximum dependence of variables. (Řezanková, 2011).

### 3. Results

#### 3.1. Calculated dependences – correlation coefficients

In the first stage, the test of the interdependence of the assessed quantities was performed, see Table 2, by applying (1). From these outputs, negligible dependence of Mgmt on the volume of managed funds can be deduced, but a certain dependence of the average five-year (stable) return on the invested funds can be deduced as well.
Table 2: The result of the correlation analysis – correlation coefficients

<table>
<thead>
<tr>
<th>Variable</th>
<th>AUM</th>
<th>5 yr</th>
<th>Mgmt</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUM</td>
<td>1.000</td>
<td>0.2880</td>
<td>-0.0547</td>
</tr>
<tr>
<td>5 yr</td>
<td>0.2880</td>
<td>1.000</td>
<td>0.0744</td>
</tr>
<tr>
<td>Mgmt</td>
<td>-0.0547</td>
<td>0.0744</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Result of the linear dependence in the graphic form is presented by the point graph – Figure 1. The graph shows not only the mutual correlation value (r = 0.2880), but also the p value (p = 0.00010), i.e. the lowest level of significance of the test, at which the zero hypothesis is rejected with the given data. The lower the p-value of the test, the lesser the probability that the zero hypothesis is valid. In the case under consideration, the zero hypothesis can be rejected, based on the p-value level.

![Point Graph of AUM vs 5 yr dependence](image)

Figure 1: Point Graph of AUM vs 5 yr dependence
Source: Own calculations

3.2. Independence test of variables – Pearson’s chi square test

In the first stage, the 5-year average return on investment (5 yr) was assessed, taking in view the amount of the funds managed by the relevant fund (AUM). The results are available in Table 3, calculated in accordance with (2) and (3).
Table 3: Pearson’s chi square test, 5 yr vs AUM

<table>
<thead>
<tr>
<th></th>
<th>chi square test</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson’s chi square</td>
<td>2064.2654</td>
<td>p = 0.0000</td>
</tr>
<tr>
<td>M-V chi square</td>
<td>782.9289</td>
<td>p = 1.0000</td>
</tr>
<tr>
<td>Cramer. V</td>
<td>0.8026</td>
<td></td>
</tr>
</tbody>
</table>

As a result, the test statistics value is equal to 2064.2654 and the p-value is 0.0000. The latter figure means that the zero hypothesis of mutual independence is rejected. Because this considered dependence is important for further assessment, value of the Cramer’s coefficient was also calculated; in this case the value close to one confirms interdependence. To complete the picture, for the given division, the number of degrees of the scope is equal to n−1. If one of the division parameters should be unknown, the number of degrees of scope decreases for each unknown parameter. This applies for the data here processed.

Further on, the management fee (Mgmt) dependence on the amount of the managed funds (AUM) was assessed. Mutual independence of the monitored quantities can be seen and confirmed here.

Table 4: Pearson’s chi square test, Mgmt vs AUM

<table>
<thead>
<tr>
<th></th>
<th>chi square test</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson’s chi square</td>
<td>337.7028</td>
<td>p = 0.0000</td>
</tr>
<tr>
<td>M-V chi square</td>
<td>220.2557</td>
<td>p = 0.0011</td>
</tr>
</tbody>
</table>

Identification of the relationship between the average five-year return (5 yr) and the management fee (Mgmt) seems to be a suitable assessment of dependence. It is possible to confirm mutual independence of the measured quantities, the previous case alike.

Table 5: Pearson’s chi square test, 5 yr vs Mgmt

<table>
<thead>
<tr>
<th></th>
<th>chi square test</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson’s chi square</td>
<td>48.0733</td>
<td>p = 0.0860</td>
</tr>
<tr>
<td>M-V chi square</td>
<td>54.4229</td>
<td>p = 0.0250</td>
</tr>
</tbody>
</table>

Confirmation of dependence of the amount of investments funds (AUM) and the average five-year return (5 yr) follows from the facts above.
4. Discussion and Conclusions

Socially responsible investing (SRI) integrates environmental, social, and governance (ESG) criteria into investment decisions, enables investors to reflect personal values in their portfolio choices, and encourages ethical corporate behavior. (Dawkins, 2016) This paper was focused on assessment of investment criteria of the SRI funds, in particular on the volume of the managed funds, the average five-year return and the management fee. Interdependences of the management fee and volume of the managed funds, the average five-year return and the managed funds, and the average five-year return and management fee were analysed. From the shown outcomes, negligible dependence of Mgmt on the volume of the managed funds can be deduced, but a certain dependence of the average five-year (stable) return on the investment funds can be deduced. In case of the relationship between the 5-year average return (5 yr) and the management fee (Mgmt), mutual independence of the assessed quantities can be confirmed. It follows clearly that the companies requiring a higher management fee from their investors cannot use the argument that the investors achieve a higher average return. Therefore, if the investor believes that the higher the management fee, the higher the return on his funds, he would be wrong. Despite a certain dependence of the average five-year (stable) return on the invested funds, it is impossible to claim explicitly that larger amounts of the managed funds would also guarantee a higher return. Nevertheless, these results do not diminish the importance of sustainable and responsible investing. The neoclassical approach suggests that the attractiveness of investment should result from the risk-return relationship that is satisfying for the investor. However, the performance analysis of SRI vs. conventional investment, conducted in numerous research papers, often delivers contradictory conclusions. If financial factors could not explain the phenomenon of SRI, nonfinancial factors may have played a decisive role in the formation of modern SRI market. (Sliwinski, Lobza, 2017) This opinion is shared by the authors of the SRI Survey 2016, which state that the fiduciary duty considerations have been recognised as a main driver for SRI. (SRI Survey 2016)

The SRI screening has certain limits. In our case, only the SRI funds were tested in this paper, and therefore these results cannot be generalized for common types of investments. Secondly, SRI screening can give firm incentives to voluntarily remove an externality, but these incentives can be substantially reduced or even reversed if SRI investors also trade on private information on the cash flow effects of externality removal and disagreement exists among investors on their existence. (Vanwallegem, 2017) There are other approaches occurring in the society. As some high-profile foundations and socially conscious university students are calling for divestment and exclusionary SRI, best-of-class engagement has gained currency among academics and practitioners who shun exclusion or divestment on the basis of unacceptable activities, and support engagement even with troubled firms and industries. (Dawkins, 2016)

This topic could be very controversial and has many issues for discussion. This paper was working with one database. Different results could be obtained in case of using other sources. The problem is that sustainability ratings are produced by a worldwide growing, but still limited number of private rating agencies that offer a dazzling variety of in some cases even contradictory ratings, rankings, indices and awards that have an enormous potential to influence investment decisions of all kind of investors. (Ilgaz, S. et al, 2015)
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Abstract

The paper presents the results of studies on an application of the DuPont model to assess rentability of joint-stock companies in the production sector (31 according to NAICS classification) based in Poland. The purpose of the study was to identify the orientation and power of factors determining the return on equity (ROE). The method used a multiple regression model, with ROE as a variable, while the following three steps from the DuPont model: profit margin (PM), total assets turnover (TAT) and equity multiplier (EM) were explanatory variables. The study revealed validity of the three-step DuPont model in the evaluation of ROE development, but it is suggested to use an extended model to complete the analysis.
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1. Introduction

A traditional approach to a company performance measurement is based on financial indicators (Horta and Camanho, 2014). They provide information on a selected area of a company operation in a fairly simple manner, becoming a component of a general economic and financial situation.

So far no set of indicators has been identified which would enable objective identification of general results of market competitors. Moreover, using only the values of individual indicators can lead to contradictory conclusions - favourable from one point of view and unfavourable from another point of view. Models or algorithms used in a diagnosis of a company’s situation and presenting cause-and-effect relationships between a greater number of indicators can be a good alternative to individual indicators (Bieniasz et al. 2008a).
The DuPont model can be quoted as an example. It considers the impact of the following three factors on the return on equity: operating effectiveness (expressed by return on sales), effectiveness of using the company assets (expressed by return on assets) and financial leverage reflecting the impact of involving third-party equity on higher profitability per unit of equity (equity multiplier) (Rosińska-Bukowska, 2015). Such a ROE indicator covers production and sales, and finance (Stępień, 2008). Combining ROE with important areas of operation (Kharatyan, 2016) helps to make the indicator an aggregated measure of an entity’s development potential. Many authors regard an increase in the indicator value as a measure of competitiveness improvement (Rosińska-Bukowska, 2015; Dehning and Stratopoulos, 2002) or company efficiency (Mioduchowska-Jaroszewicz et al., 2016; Hak-Seon, 2016). Hence, the ROE is very useful as a measure which can be applied to compare a company with its competitors (Zelgalve et al., 2014).

The purpose of the study was to perform an assessment of a rentability of companies with the application of the DuPont’s model as a tool which supports measurements of company competitiveness. An analysis was carried out on an example of 106 companies listed on the Warsaw Stock Exchange, and classified in a production sector (31 according to NAICS). To ensure relative comparability of the entities, the study covered companies with a workforce of over 250 people. A multiple regression method was selected as a study method since it helps to identify the orientation and impact of factors determining return on equity (acquired according to the three-step DuPont model).

2. Literature review

Polish and foreign researchers have been dealing with the issue of using the DuPont model to identify the impact of selected indicators on the financial condition, effectiveness or competitiveness of companies (measured by means of the ROE indicator). Consequently, their studies identified companies with the best and worst results within the analysed sector.

Mioduchowska-Jaroszewicz et al. (2016) carried out studies in the area and used the three-step DuPont model to evaluate management effectiveness in four largest mining companies in Poland. Comparing the values of ROE for the studied companies with the mean ROE indicator value for the sector they confirmed a gradual deterioration of effectiveness of mining companies. Szczecińska (2008) followed a similar approach and evaluated the effectiveness of three food companies. According to the author, ROS had the greatest impact on the return on equity. Her results correspond to the results obtained by Sajnóg (2016) who employed Spearman’s rank correlation to show that return on sales was the main factor determining the return on equity of companies from the WIG30 list.

Despite the simple (three-step) model, one can also use an extended DuPont model (e.g. five-, six- or even ten-step model) to evaluate profitability (Sibilski, 2013). Bieniasz et al. (2008a) used both models (the simple and extended one) to identify the factors determining the ROE for selected processing companies, based on a regression analysis. For the simple model, the return on sales had the greatest impact on the ROE, followed by the total asset turnover (TAT). The equity multiplier had the relatively lowest impact on the ROE level (Bieniasz et al. 2008a; Bieniasz et al., 2008b). For the extended model, the ROE was mainly determined by the operating profit margin (OPM) and financial structure ratio (FSR). Sajnóg (2016) obtained similar results using the Spearman correlation rank analysis. He revealed that return on sales was the main factor determining the ROE of companies in the WIG30 list in the simple model. The OPM and financial cost ratio (FCR) were
the two factors with the greatest impact on ROE among the ones in the five-step model. In their studies, Burja and Mărginean (2014) continued evaluation of ROE in entities operating within the selected sector. The authors applied Pearson correlation and observed (on an example of five large furniture-making companies) the relationships between financial indicator/effect measures and profitability (return).

The results for industrial companies concerning the effects of the DuPont model factors corresponded to the results of similar analyses carried out for services. According to Chang et al. (2014) analysts and investors dealing with investment in the health care sector, should pay more attention to changes in the return on net sales than on asset turnover to improve accuracy of the return forecasts.

Despite the fact that the presented results of studies deal with the impact of factors occurring in the DuPont model on profitability, with regard to a limited number of entities covered by the studies, they should be treated like case studies. The drawback of the obtained results is that they do not allow for any generalisations or formulation of general conclusions. The limitation does not apply to this study which fills the observed research gap and provides representative results of studies (for listed companies) on the ROE level modelling based on the DuPont model.

### 3. Data and Method

#### 3.1. DuPont model

The DuPont model in its original version was developed in 1918 by F. Donaldson Brown, an engineer working for DuPont Corporation (Doorasamy, 2016). Brown observed a mathematical relationship between two commonly used indicators, i.e. net profit margin (a profitability measure) and return on assets (ROA). In the 1970s, the commonly accepted objective in the finance management was shifted from ROA to ROE, which marked the first significant modification of the original DuPont model (Liesz and Maranville, 2008). The model evolved with time, becoming a classic diagnostic tool identifying the strengths and weaknesses and potential improvement of an entity’s equity structure to maximise the shareholders’ wealth (Mitchel et al. 2013).

In the DuPont model, ROE is disaggregated into three profitability factors: (1) operational effectiveness measured with the profit margin (PM); (2) effectiveness of asset use measured with the total asset turnover (TAT); and (3) financial leverage measured with the equity multiplier (EM) (Chang et al. 2014). PM and TAT are the components of ROA and they measure the effectiveness and efficiency of using the company assets to generate profits. The disaggregation of ROA into the components helps the users (i.e. managers, market participants) understand the sources of the highest/lowest return in the sector/sectors. The equity multiplier (EM) is the last component of the DuPont model. A higher EM indicates a higher financial leverage (FL), which means a firm relying more on a loan taken to finance its asset (Ramesh, 2015). The DuPont model used for ROE calculation is given below (Chang et al. 2014):

\[
ROE = \frac{Net \ profit}{Sales} (PM) \times \frac{Sales}{Total \ assets} (TAT) \times \frac{Total \ assets}{Shareholder’s \ equity} (EM)
\]
3.2. Data

The study used secondary statistical data from financial reports of companies, available in the Emerging Markets Information Service (EMIS) database for the financial year 2016. Out of the entities in the database (243) 111 large companies were selected (i.e. having a workforce of over 250 people). The collection of entities obtained this way was more uniform for its potential. Then 5 companies were removed from the list (KGHM Polska Miedź SA, Żywiec S.A., Kopex S.A., PZ Cormay S.A. and Zastal S.A.); they were considered outliers. This way a study sample of 106 entities was obtained.

3.3. Regression model

In identifying rentability factors both a deterministic or a stochastic approach can be applied (Skoczylas, 2007). In the deterministic approach, it is assumed that both the number of factors as well as the type of a relationship between the dependent variable and individual factors are established. Additionally, this approach does not include random factors. In this paper we use a stochastic approach which takes into account not only main factors affecting rentability but also random factors.

The DuPont model provided a theoretical base for developing a multiple regression model. The regression analysis allowed to analyse the joint impact of selected indicators on ROE (Sur et al., 2014). It was applied to find out which variables had the most explanatory power or variations occurring in return on equity quantifying that explanatory power (Kharatyan, 2016). The model regression model assumed the following variables:

- \( Y \) – return on equity (ROE),
- \( X_1 \) – profit margin (PM) (net profit/sales),
- \( X_2 \) – total assets turnover (TAT) (sales/total assets),
- \( X_3 \) – equity multiplier (EM) (total assets/shareholder’s equity).

The model parameters were estimated using the Method of Least Squares (MLS). The relevance of the model parameters was checked using a t test. A coefficient of multiple correlation R and determination \( R^2 \) were used for evaluation of the model quality. Additionally, the evaluation of the model correctness evaluation was completed with an analysis of residuals. STATISTICA (licensed software) was used for the calculations.

4. Results

4.1. Descriptive statistics

Basic measures of descriptive statistics such as the mean, median, quartiles, standard deviation and coefficient of variation were used to characterise the variables. The values of the statistics are presented in Table 1.

<table>
<thead>
<tr>
<th>DS</th>
<th>Mean</th>
<th>Median</th>
<th>Min</th>
<th>Max</th>
<th>Lower quartile</th>
<th>Upper quartile</th>
<th>SD</th>
<th>CV [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.088</td>
<td>0.083</td>
<td>-0.726</td>
<td>0.638</td>
<td>0.040</td>
<td>0.138</td>
<td>0.151</td>
<td>171.576</td>
</tr>
<tr>
<td>X_1</td>
<td>0.043</td>
<td>0.039</td>
<td>-0.307</td>
<td>0.210</td>
<td>0.008</td>
<td>0.078</td>
<td>0.069</td>
<td>159.561</td>
</tr>
<tr>
<td>X_2</td>
<td>1.200</td>
<td>1.047</td>
<td>0.269</td>
<td>4.422</td>
<td>0.795</td>
<td>1.465</td>
<td>0.649</td>
<td>54.087</td>
</tr>
</tbody>
</table>
The return on equity (Y) in the studied large production companies amounted to 8.8% on average. The higher the return on equity, the more favourable the financial situation of a company and its shareholders. A high return on equity opens opportunities for the shareholders to get higher dividends. Companies with high ROE tend to be favourably valued by the capital market, which is reflected in higher market prices of their shares. The return on equity in the studied companies was highly diversified and ranged from -72.6% to 63.8%. A half of the studied entities reach the ROE over 8.3%. The value of the upper quartile indicates that in 25% of large production companies, the ROE exceeded 13.8%. The return on equity was highly volatile, which is confirmed by the value of the coefficient of variation of 171.6%.

The average return on sales (X1) was 0.043, which means that the share of net profit in the sales value was 4.3%. The higher the return on sales, the more favourable the financial situation of the companies. The return on sales among the studied companies was highly diversified, and ranged from -30.7% to 21.0%. A half of the studied companies reached the return on sales over 3.9%. The value of the upper quartile indicated that in 25% of the companies, the return on sales was greater than 7.8%. The return on sales demonstrated the greatest volatility as compared to other factors in the DuPont model, because the coefficient of variation was nearly 160%.

The total asset turnover (X2) is another variable which identifies how many times the sales exceeds the company’s assets. The higher the indicator is, the greater the asset management effectiveness. The mean asset turnover was 1.2. It means that the sales was on average 1.2 times higher than the value of assets owned by the studied companies. It simply means that 1 PLN in assets brings 1.2 PLN revenue from sales. The asset turnover in the studied companies ranged from 0.3 to 4.4. In a half of the entities the asset turnover exceeded 1.0, which means their sales was greater than the value of the assets owned. 25% of the studied companies had a relatively high asset turnover, exceeding ca. 1.5.

The equity multiplier (X3) is the last variable which represents the relationship between assets and equity. It informs to what extent the company’s assets were financed with equity. According to the golden rule of financing, the share of equity in financing the company assets should amount to 50%. It means that the equity multiplier should be 2. However, many companies fail to observe the rule and use third-party equity to a greater extent to ensure long-term development. As Sierpińska and Jachna (2004) quote according to standards assumed in financial literature, the share of third-party equity in the company’s assets may vary between 57% and 67%. It means that the share of equity in financing the assets should range from 33% to 43%. In such a case – as own calculations suggest – the equity multiplier (X3) should be between 2.3 and 3.0. It means that the value of assets should be from 2.3 to 3 times higher than the equity. The higher the value of the equity multiplier, the lower the share of equity in financing the company assets, and hence – a greater share of third-party equity.

The average value of the equity multiplier (X3) in the studied companies was 2.24, which means it was close to the lower limit of the range regarded as optimum. The median identified for the equity multiplier amounted to 1.95, i.e. it was close to the value of the multiplier which results from the golden rule of financing. The range of the indicator level observed for the studied companies was quite wide, i.e. from 1.07 to 9.58.
4.2. Regression analysis results

The impact of individual factors \( (X_1, X_2 \text{ and } X_3) \) on changes in the return on assets \( (Y) \) was studied with a multiple regression analysis. The results are presented in Table 2.

Table 2: The results of analysis of equity factors by means of multiple regression

| Regression summary for dependent variable \( Y \): R = 0.891, R\(^2\) = 0.793, Adj. R\(^2\) = 0.787, F (3, 102) = 130.531, p < 0.000, Std. Err. of the Estimate (SEE) = 0.070 |
|---|---|---|---|---|
| N=106 | \( \beta \) | Std. Err. of \( \beta \) | Std. Err. of \( b \) | t (102) | p-value |
| Intercept | -0.128 | 0.020 | -6.563 | 0.000 |
| \( X_1 \) | 0.907 | 0.047 | 1.982 | 0.102 | 19.503 | 0.000 |
| \( X_2 \) | 0.141 | 0.047 | 0.033 | 0.011 | 3.006 | 0.003 |
| \( X_3 \) | 0.302 | 0.048 | 0.042 | 0.006 | 6.259 | 0.000 |

Legend: \( R \) – coefficient of multiple correlation, \( R^2 \) – coefficient of determination, Adj. \( R^2 \) – adjusted coefficient of determination, F(3,102) – F-statistic value, SEE – standard error of the estimate, \( \beta \) – beta coefficient, Std. Err. of \( \beta \) – standard error of \( \beta \), b – regression coefficient, Std. Err. of b – standard error of b, t(102) – t-values.

Source: Own elaboration

The coefficients of partial regression presented in Table 2 facilitate a synthetic evaluation of the orientation and impact of return on sales, total assets turnover and financing structure (measured with an equity multiplier) on the ROE. Independent variables assumed in the regression model explained to a great extent (about 79%) the variability of the ROE in the studied companies. Each variable considered in the model turned out to be statistically significant. To verify the hypothesis concerning relevance of the whole model, an analysis of variance in regression (using F statistics) was used. The obtained results confirm statistical relevance of the whole model describing ROE development.

The coefficient of partial regression at the variable \( X_1 \) informs that an increase in the return on sales by a unit causes a growth of the ROE by 1.982 units on average, assuming that the other variables remain constant. For the same assumptions, the increase in the total asset turnover by a unit causes a rise in ROE by 0.033 unit on average. An increase in the equity multiplier by a unit – assuming that the other variables remain constant – translates into an increase in ROE by 0.042 unit on average.

The coefficient of regression can be expressed in different units of measure, depending on the type of variables taken into account. One must not use them directly to identify the relative impact of each variable on the ROE. To that end, standardised beta (\( \beta \)) coefficients are used (Table 2). The return on sales (\( X_1 \)) had the greatest impact on ROE fluctuations in the studied population of companies. The equity multiplier (\( X_3 \)) was ranked as the second for importance. The total asset turnover (\( X_2 \)) exerted a relatively weakest impact.

4.3. Residual analysis

A correctly constructed model is characterised by the desired values of the residuals (normality, constancy of variance and a lack of autocorrelation). The first assumption was verified based on a graph that enables evaluation of compliance of the distribution of residuals with a normal distribution (Fig. 1). A graph of residuals dispersion versus the predicted values calculated from the model was used to check if the second condition is met.
The graphs are treated as standard tools to verify a regression model (Law and Jackson, 2017).

![Figure 1: Normal probability plot of residuals](source)

![Figure 2: Plot of residuals versus predicted values](source)

The model shows that the points are arranged along the plotted straight line (Fig. 1), which confirms normality of the residuals distribution. The first two and last four observations may raise certain doubts because they are at a certain distance from the straight line but the distance does not significantly affect normality of the value of the residuals. Moreover, for relatively large trials, some deviations from normality are acceptable. An increase in the predicted values of the residuals caused neither an increase nor a decrease in the variance of the residuals (Fig. 2). Therefore it was decided that the assumption concerning a constancy of a random factor variance was met. Another LSM requirement related to a lack of autocorrelation of residuals was verified with the Durbin-Watson test. The results of the test are presented in Table 3.

<table>
<thead>
<tr>
<th>N=106</th>
<th>Durbin-Watson</th>
<th>Serial correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.9610</td>
<td>-0.0433</td>
</tr>
</tbody>
</table>

The critical values read from the Durbin-Watson tables (DW) for α=0.05, k=2 and n=106 amount to d_L=1.6258 and d_U=1.7420. Since DW=1.9610<2, the occurrence of positive autocorrelation was tested. Finally, based on inequality DW>d_U (1.9610>1.7420) a lack of autocorrelation of the residuals was stated.

5. Discussion and Conclusions

The study included an empirical verification of the DuPont model on an example of large production companies listed on the stock exchange. An analysis by means of multiple regression helped to identify the key factors determining the return on shareholders’ equity invested in the companies listed on the Warsaw Stock Exchange. The use of a stochastic approach (based on multiple regression) enabled more in-depth analysis than in the case
of the deterministic approach (based on accounting methods). The study confirmed a statistical relevance of the model describing the ROE variability in listed companies. It is of great importance for the explanation of mechanisms of return on equity in large production companies.

It was demonstrated that all factors taken into consideration in the study, i.e. return on sales, total asset turnover and financial structure (expressed by an equity multiplier) had a statistically significant, positive impact on the ROE level. The results of our study correlate with the results obtained by other authors in relation to a positive impact of the return on sales and total asset turnover on the ROE indicator level. As for the relationship between the level of the equity multiplier and ROE, the results of studies presented in the literature are ambiguous. The authors of the studies demonstrated both a positive and negative relationship (Bieniasz et al., 2008a; Bieniasz et al., 2008b; Szczecińska, 2008; Mióduchowska-Jaroszewicz et al., 2016). When discussing the issue, one should remember that the ambiguity of the results is mainly related to the nature of the equity multiplier. Previous studies suggested that the equity multiplier can be approached as a neutral variable. It means that the most favourable situation for a company occurs when the indicator value is in the optimum range. Too high a level of the equity multiplier means that the company uses a third-party equity too much to finance its assets. It may generate a risk of a financial hazard for the company. When the level of the equity multiplier is too low, it means the company does not use a third-party equity enough. The FL effect is not used in such a case. Our study revealed that an increase in the equity multiplier translates into an increase in the ROE. It means that for the studied companies it is justified to use more of the third-party equity especially if the credit interest rate is lower than the return on equity.

It shall also be added that large entities such as the studied companies have more possibilities to take loans than smaller ones. With regard to their potential, the loan givers are more prone to concessions as they are more afraid to lose a large contractor than a small one (Sierpińska, Jachna, 2004). The level of the equity multiplier greatly depends on the company size. Large companies with a high potential can have a higher level of the equity multiplier and – as our study suggests – a rise in the indicator has a positive impact on the ROE level.

Moreover, our study showed a highly diversified impact of different factors on the ROE level. It was discovered that the return on equity depended first and foremost on the return on sales. It correlated with the studies carried out by other authors (Szczecińska, 2008; Sajnóg, 2016; Bieniasz et al., 2008a, Chang et al., 2014). The second important factor – as for the impact – was the financing structure expressed by the equity multiplier. That is why it is necessary to continue studies that will explain the impact of the key factors on the ROE level in detail. The study conducted revealed validity of a three-step DuPont model but to complete the analysis it is recommended to use an extended model. In large production companies an extended model should take into account a wider analysis of factors that affect the return on sales and equity multiplier, and consequently determine the ROE level.
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Abstract

The main goal of this paper work is to give an overview of complementary medicine’s status quo on the German market, using the example of homeopathy.

The main focus is on the potential capacity of homeopathy as a part of the German economy.

After a short description of the German health care sector, the concept of the Bundesberichterstattung Deutschland (Federal Bureau of Reporting) will be recorded, by using the principle of ceteris paribus.

This Council of the German Health Care Sector is recommending to increase the use of naturopathic treatments. Especially with chronically ill people. This order gives the essential consideration of an industry analysis by Michael E. Porter.

So, academic and complementary medicine (e.g. homeopathy) will be defined as participants on the German Market and Healthcare Sector.

The results of the SWOT-Analysis are showing that complementary medicine (homeopathy is still used as an example for complementary medicine) has a various number of qualities which can also lead to a new business field for the pharmaceutical industry.

The result that modalities of the German Healthcare Sector could be achieved, can also be significant.

Keywords: healthcare – growth – complementary medicine – economic

1. Introduction

The main goal of this paper work is to give an overview of complementary medicine’s status quo on the German market, using the example of homeopathy.

The main focus is on the potential capacity of homeopathy as a part of the German economy.
Point of origin of this study is the German Health Care Sector. On this basis by means of the principle of ceteris paribus a comparison between academic and complementary medicine, using the example of homeopathy, within the framework of a 5 forces (Porter, 2004; 2013;2014) and SWOT-analysis is targeted (Kotler et al., 2010, pp. 30).

In the course of this, excerpts from the sector capabilities/competences of the internal analysis and excerpts from the sector customers’ requirements of the external SWOT-analysis are examined from the viewpoint of different market participants.

Academic medicine and complementary medicine (using the example of homeopathy) have significant characteristics, from which further fields of sales could arise for the pharmaceutical industry.

Besides the well-known and successful synergies between both disciplines on the basis of treatment methods, it is the aim of this examination to point up an initiation for further synergy effects on the level of economic viability. The focus is on the invitation of the “Sachverständigenrat für die Konzentrierte Aktion im Gesundheitswesen” (Fischer et al., 2003) and potential new business fields for the pharmaceutical industry.

2. Methodology and Data

Medical background

In principle, comparability of conventional medicine with holistic medicine (homeopathy) is only possible to a very limited extent.

The respective disciplines are a certain approach to the patient’s symptoms; it cannot be excluded that both disciplines work together or side by side.

SWOT analysis

Despite this imbalance, a SWOT analysis is used to stimulate how the attractiveness of the production of homeopathic medicines can be demonstrated for a newcomer to the market.

The SWOT analysis takes on the task of addressing the “abilities” of the two medical disciplines and those of the customer's wishes. Among other things, it is intended to briefly explain the growth of the market in recent years from a medical perspective.

The market participants of the SWOT are as follows:

1. The Association of Statutory Health Insurance Physicians
2. The Health Insurances
3. The German Bundestag: Commission for Health and
4. The German Hospital Federation

It interacts with its so called rivals. The parties thereto are the same as in the classical academic medicine; doctors, chemists, health insurances, politics, experts and professionals.

Porter model

The subsequent Porter model is modelled with the results of the SWOT analysis in a supportive manner, so that the interested party gets a picture of why homeopathy is interesting from a medical perspective and from an economic perspective, where the interests of future customers lie and where the interest (from which parties) in homeopathic medicines comes from.
The execution and evaluation of the Porter model takes place resolutely with graphic number 2 on page 5.

Methodical Implementation

**SWOT-Analysis for complementary medicine/homeopathy:**

The following aspects form the framework of the SWOT-Analysis in this paper:

The internal analysis mirrors “Capabilities & Competences” based on three aspects.

The external analysis focuses on “customers’ requirements” also based on three aspects.

The internal analysis has the following benefits:

a) without side effects
b) exceptional differential diagnostics, because of a broad field of view – generating loyal patients
c) always multiply and supportingly applicable – cross-departmental in the medicine

The internal weaknesses are:

a) insufficient long-term studies in research situation and quantitatively at a disadvantage in medical branches
b) long-term training necessary to diagnose especially chronic illnesses in a good and efficient way (Deutscher Zentralverein homöopathischer Ärzte, Landesverband Bayern, 2018).
c) the applicability in emergency medicine/acute care is negligible

The external analysis offers the following opportunities:

a) the German Health Care Sector (Fischer et al., 2003) and the expert reports (Fischer et al., 2003; Gerlach et al., 2015) call for new complementary therapy methods especially for the treatment of chronically ill people
b) the demographic change (Deutsches Bundesamt für Statistik, 2008; Robert Koch Institut, 2011) and the trend towards organic products indicates changing customer demands (Altmann, 2009, pp. 110–112).
c) Homeopathy provided – especially in the last few years – many evidence-based studies attesting immaculate results regarding the applicability of homeopathy according to the guidelines and the gold standard (Ammon & Kösters, 2016) – as an alternative or substitute method of treatment.

The internal analysis shows the following risks:

a) homeopathic societies are inactive, although there is demand
b) the buyers/customers are only small groups so far
c) self-medication and online-sale make potential customers back out (Fischer & Breitenbach, 2013, p. 271; BPI, 2016)

**SWOT-Analysis for academic medicine:**

The internal analysis mirrors “Capabilities & Competences” based on three aspects.

The external analysis focuses on “customers’ requirements” also based on three aspects.

The internal analysis has the following benefits:

a) very efficient pain therapy
b) unbeatable in acute care/emergency medicine
c) high qualification due to diverse research situation

The internal weaknesses are:
   a) hardly any bonding to patient/customer
   b) insufficient differential diagnostics
   c) chronic treatment difficult; insufficient instrumentarium (Gerlach et al., 2015, p. 247)

The external analysis offers the following opportunities:
   a) unbeatable in acute care/emergency medicine
   b) the demographic change outlines an increasing number of patients and thus an increasing demand of treatments and medication (Altmann, 2009, pp. 110–112)
   c) great trust of people in academic medicine (Altmann, 2009)

The internal analysis shows the following risks:
   a) people want organic products and “nature” (Altmann, 2009, pp. 222–224)
   b) not free from side effects
   c) health care sector wants alternative therapy methods (Gerlach et al., 2015, p. 247)

2.1. Graphics

Graphic 1: Sales of homeopathic medicines in pharmacies in the years 2014, 2015, 2016.
Source: Boden et al; Verband deutscher Arzneimittelhersteller

<table>
<thead>
<tr>
<th>Year</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales of homeopathic medicines in pharmacies</td>
<td>528</td>
<td>595</td>
<td>622</td>
</tr>
</tbody>
</table>
The changes in % values from year to year

<table>
<thead>
<tr>
<th></th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales of homeopathic medicines in pharmacies</td>
<td>–</td>
<td>11,261%</td>
<td>4,341%</td>
</tr>
</tbody>
</table>

In 2016, approximately 100 manufacturers of homeopathic remedies (Bpi, 2016) all over Germany generated a sales volume of 622 million Euros (Boden et al., 2017, p. 34). That is an increase of 4.3% compared to the previous year (Boden et al., 2017, p. 34).

According to the BAH, the sales volume of homeopathic remedies sold in pharmacies was 595 million Euros in 2015, which is an increase of 12.8% compared to the previous year (Boden et al., 2016, pp. 24–26).

**Graphic 2: Porter Model self-representation (2018)**

**Entry Barriers**

The entry barriers are high, as the existing market is divided between a few well-networked manufacturers (Walz, 2012). There are gaps in the evidence of homeopathy in some places, so that the manufacturers have to meet difficult approval requirements. The new EU legislation from 2020 represents a hurdle for all pharmaceutical manufacturers (Bundesverband der Arzneimittel-Hersteller e. V., 2016b, p. 21). It then requires a preliminary clinical examination for all products before an application for approval can be submitted (ibid.).

Nevertheless, interested newcomers have a good chance of entering the market, as the effects of demographic change and the increase in demand are predictable. Ultimately, there are business fields in the homeopathy sector that are still virtually unconsidered.
Power of Buyers

The negotiating power of buyers has been increasing for years (Walz, 2012); the reasons are manifold. The focus is on demographic change and the associated effect of “wanting to live healthier” as well as the increase in chronic diseases, which increases with the age curve. Altmann (2009) explained these reasons in detail in her dissertation. The political desirability of naturopathic medical therapies and also self-medication are allowing more and more people to buy homeopathic medicines that can be purchased over the counter in Germany, especially in pharmacies (Fischer et al., 2003).

Added to this is the rising OTC market (over-the-counter-market).

More and more doctors are also interested in homeopathic products for the treatment of their patients and the extremely detailed diagnostics of homeopathy (Deutscher Zentralverein homöopathischer Ärzte, Landesverband Bayern, 2018).

Suppliers Power

The suppliers have very little influence on homeopathic manufacturers in Germany, as almost all companies have their own plantations and laboratories for their production. Imports of protected plants or animals are so small that they are negligible. One major challenge is that more and more wild plants worldwide are being poisoned by environmental influences and can no longer be used for the production of medicines (Bundesverband der Arzneimittel-Hersteller e. V., 2016).

Substitutes

Threat of substitute products: all kind of school-medicine-pills are potential threats for the homeopathic companies. So, for example all generic pharmaceutical medicine too. And, companies with other natural products too: Phythopharmaca, Schüssler Salze.

Basically, it depends a personal view: school medicine products or homeopathic products.

Influencer

The influence of numerous parties on complementary medical procedures is high. For years a heated discourse has been taking place about the evidence of homeopathic medicines, which is also expected to degrade only slowly, as the often missing long-term studies are in current work. The chairs at German universities are generally shaped by orthodox medical research and homeopathic research is only carried out in the faculties for a few years.

In Germany, homeopathy is a folk medicine that has been used for over 200 years from Samuel Hahnemann. Surveys clearly show an increasing popularity. Professional athletes from many sports also promote homeopathy because it is considered free of side effects and thus doping. Finally, the entire German health care system is also influencing the production of homeopathy, since there has been a political desire since 2003 (Fischer, et al., 2003) to integrate alternative methods of treatment into the health care system.

3. Results

The results of the combination of SWOT and Porter with regard to the possible generation of new business fields in the homeopathy producing division show the following: A direct comparison, or a direct equality of orthodox and complementary medicine (homeopathy)
is not possible due to different world views and approaches. Creating a synergy effect is already common practice.

One of homeopathy’s benefits is that it is free from side effects.

This is a unique ability which cannot be confirmed by treatments with conventional medication evidence: see patient information leaflets coming with every medication. As homeopathic medication is free from side effects, it can be combined with orthodox medication without reservations.

The homeopathic individual diagnosis is independent of age, gender and condition (Deutscher Zentralverein homöopathischer Ärzte, Landesverband Bayern, 2018). Its approach is different from the orthodox symptom diagnosis of conventional medicine. Thus it offers the possibility to be used in all medical fields. However, the applicability of homeopathy in emergency medicine is only very limited. In case of acute care the approach of conventional medicine is unbeatable and enormously important. Homeopathy – by contrast – is stronger in the field of soft alleviation and relief (Altmann, 2009).

Demographic change

The increasing age of the German population generates a rising number of treatments and the need for corresponding medication. Statistically, chronic illnesses increase with age. These chronic illnesses are a major burden for the German Health Care Sector (Deutsches Bundesamt für Statistik, 2008).

With a demand of 90% the trend towards homeopathy within the German population is rather self-explaining (Wolf & Windeler, n.d.). The trend towards organic products and lifestyles (Altmann, 2009) and the fact that homeopathy is free from side effects could even increase this demand. Thus, academic medicine could be supported by homeopathy, as the findings show that academic medicine is stretched to its limits when it comes to the treatment of chronic illnesses (Fischer et al., 2003; Gerlach et al., 2015). Notwithstanding the above, people’s trust in academic medicine is unshaken. Both the high quality and the quantity of the state of research in all disciplines of academic medicine is well-known and undoubted within the German society (BPI, 2016).

Homeopathy, which has mainly been based on experience so far, has only caught up on evidence-based medicine in the last few years. Though there are qualitatively excellent studies, which comply with the gold standard (Ammon & Kösters, 2016) of medical research, the quantity is not yet there (long-term-studies). The studies that explicitly deal with the treatment of chronic illnesses by means of homeopathy are efficient and successful on the one hand, but cannot score economically due to a lack of long-term studies (Baumgartner, 2016; Becker, 2008).

This paper work is dealing with raw data (Porter, 2004; 2013; 2014) and the excerpt from a study. The collection of data with Porter and the associated results of the SWOT analysis show that the homeopathic product market is attractive. A detailed examination of all influencing forces is recommended.

Statistical data
Health care costs

The increasing health care costs (356.5 billion Euros, an increase of 3.8% compared to the previous year) (Destatis Statistisches Bundesamt, 2018b) the demographic change
and the mandate of the Council of Experts for the concerted action (Fischer et al., 2003), call for new perspectives within the German Health Care Sector. The Council of Experts encouraged the search for new complementary treatment methods and thus also the search for new medication – which means that the pharmaceutical industry in Germany will have to meet new challenges (ibid.). Within the last few years there was an increase in the field of self medication and in the purchase of over the counter pharmaceuticals (all in all 6.582 million Euros, plus an increase of 2.6% in 2016) (Boden et al., 2017, p. 31); this growth serves as a basis for the analysis of the profitability of companies producing homeopathic pharmaceuticals in Germany.

In Germany, there is a clear trend towards the combination of healthy nutrition and medicine (Altmann, 2009). As a result, the market for dietary supplements (1.175 billion Euros in 4/2015 to 3/2016) (Bächle, 2017) and homeopathic products (622 million Euros in 2016) (Boden et al. 2017, p. 34).

All over Europe, the homeopathic remedy sector has a turnover of 1 billion Euros (Stieber, 2009). The manufacturing of Homeopathics in Germany can be regarded as a niche market.

Statement from the Pharmaceutical industry 2013
Reasons for the increasing demand according to the “Pharmaceutical industry 2013” (Fischer & Breitenbach, 2013,p. 23 et seqq.) are among others:

• growing global population
• increasing demand of the Emerging Market (EC 2009)
  o new markets for “old products” in advanced developing countries
• countries with lower laboratories costs produce pharmaceuticals
• the rate of chronic diseases – even among young people
• pandemic emerge and there is an urgent need for new medication
• EU-members extend the market
• the demand to reduce costs by the concerned European health care systems;

4. Discussions and Conclusions

This paper work is a short analyzed collection of raw data, used as a basis for further investigations.

The previous state of research shows that the Health Care Sector is stamped by the topics of evidence-based medicine and by several aspects of economic viability of various fields of interests of the participants (1. The Association of Statutory Health Insurance Physicians , 2. The Health Insurances, 3. The German Bundestag: Commission for Health and 4. The German Hospital Federation).

So far no common examinations or studies, dealing with the possibility to create a synergy between academic medicine and complementary medicine (especially homeopathy) are known (Altmann, 2009).

The results of the short SWOT-analysis done in the fields of capabilities and customers needs can lead to the assumption that synergy-effects can be shown with further investigations.

Normally the view towards medicine is heavily influenced by the pharmaceutical industry, mainly caused by working and researching hand in hand with academic medicine. However, the capability (refer to SWOT analysis) of homeopathy is so significant that its potential shall be reviewed with regard to the strategic management and marketing sector.
For example, the medicine Traumeel from Heel shows a successful synergy between modern school medicine and an alternative medication. It combines the experience and the knowledge regarding active agents of both disciplines.

It is possible that in the future R&D of medication and it combination remedies will be of importance to include homeopathic experience and knowledge.

Demographic change and thus the increasing number of chronically ill people (Gerlach et al., 2015) is besides conventional medication – an unexploited market for combination remedies dietary and food supplements (BPI, 2016; Altmann, 2009).

The capabilities of homeopathy with its differential diagnostics could point up new approaches for innovative medicament combinations.

Also the increasing health consciousness (organic lifestyle trend, New age – wave), (Altmann, 2009, pp. 110–112) of the German population constitutes a rising interest in above mentioned remedies (Altmann, 2009, pp. 110–112).

The aim of the study was on the one hand to give an overview of the complementary medical field using the example of homeopathy, and on the other hand to provide an insight into possible new business fields for interested newcomers to the industry or to expand existing business fields.

All available data indicates a potential business area. Even if the entry barriers identified by Porter correspond to a high level, the actual increase in sales of homeopathic products is self-explanatory both nationally and Europe-wide.
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Abstract

This paper analyses whether mandatory corporate social responsibility (CSR) reporting regulation leads to improved credibility of information disclosed in the CSR reports. For the study the author have chosen six European Union Member States which have developed additional mandatory requirements (to certain groups of companies) for CSR data disclosure. It was admitted for the study 482 CSR reports from the international online database. To assess the credibility of information disclosed in the CSR reports it was used six criteria. The study finds that the level of credibility of the analysed reports is generally low for both groups of the reports, prepared as mandatory as well as on voluntary basis. The analyzes in the sample showed that there are statistically significant differences in the level of credibility of information disclosed in voluntary and mandatory CSR reports, and the value of the credibility index is higher for the mandatory reports. However, analyses of individual countries do not confirm those differences.
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1. Introduction

When considering the last financial crisis, which resulted in decrease of public trust, it seems justified to tackle the topic of credibility of corporate social responsibility (CSR) reports (Kołodziej, Maruszewska, 2015). The growing expectations of stakeholders in regard to the transparency and responsibility of enterprises imply measuring and disclosing the impact of business decisions on society and the natural environment (Jonek-Kowalska, Zieliński, 2017; Cierna, Sujova, 2015). The number of published CSR reports increases year-on-year, however, such reports do not always provide complete data, which might intensify issues with their assessment and the comparison of the results achieved
in this area, both in regards to historical data and between individual enterprises. Literature on CSR reporting points to increasing lack of relevance, completeness and credibility of the information reported (Michelon, Pilonato, Ricceri, 2015; Husillos, Larrinaga, Álvarez, 2011; Adams, 2004; Dando, Swift, 2003; Gray, 2010). There are justified fears that companies can use CSR reports only to improve their reputations and social image without relating the information disclosed in these reports to their operational reality (Hąbek, Brodny, 2017; Ryszko, 2017). According to the Federation of European Accountants (Accountancy Europe), "CSR reporting without the authentication of the veracity of the disclosed data is rightly deemed as worth little more than advertising activities". This phenomenon is known as "greenwashing" (Bowen, 2014). It seems that until the methods of reporting and authentication of credibility of non-financial data carry on evolving, the readers and users of these reports will continue to question the intentions behind them and the legitimacy of the information disclosed in these reports.

Governments activity can influence shaping of appropriate behaviour amongst companies, including reporting relating to social responsibility. It is possible to distinguish numerous initiatives which can be undertaken by governmental agencies in order to support and promote CSR reporting. One of them is drawing up of regulations which legally mandate reporting for companies. Nowadays it is possible to observe a growing tendency in the activity level of governments from across the world as well as in European Union (EU) relating to the introduction of legal regulations (KPMG International et al., 2016). Some Member States have developed national legislation that goes beyond the requirements of the EU Accounting Directives. For example, in the Netherlands reporting on CSR has become mandatory, based on the "comply or explain" approach for all listed companies since 2008, and in Sweden there is a duty to report CSR since 2007 to state-owned enterprises, the reports must comply with the international guidelines of the Global Reporting Initiative. However, legal regulations of reporting practices do not always improve the process of communication and the quality of disclosed information. In some cases companies may concentrate on reducing reporting costs by complying with only minimal requirements resulting in low quality of reported data (Schaltegger, 1997). The research question stated in the paper is if there are differences in credibility of information disclosed in CSR reports developed on mandatory and voluntary basis? Thus, the aim of this paper is to examine the level of credibility of information disclosed in mandatory as well as voluntary CSR reports and to assess for which group of the reports the level is higher.

The rest of the paper is structured as follows. The next section provides an overview of CSR reporting literature, with a particular emphasis on studies focusing on obligatory and mandatory models of reporting. This is followed by a section dedicated to methodology used in the research process. Then the research findings are presented. The paper ends with discussion and conclusions including limitation as well as recommendations for further research.

2. Literature Review

Within the last decade, a lively discussion has been taking place between the supporters of voluntary (Francis, Nanda, Olsson, 2008; Rodríguez, LeMaster, 2007; Dhaliwal, Li, Tsang, Yang, 2009) and obligatory (Maguire, 2011; Ioannou, Serafeim, 2011) CSR reporting. Initially, corporations were decisive in their support of voluntary standards, while non-governmental organisations, pressure groups and trade unions were rigid that CSR
reporting should be voluntary, as they did not believe that corporations would objectively disclose any crucial information. Within the last couple of years, this debate has become more mature. It could be said that at present, companies, investors and analysts promote legal regulations in CSR reporting (KPMG et al., 2010). However, as it often happens, there are still arguments for and against, both for obligatory and voluntary CSR reporting.

Voluntary sustainability reporting, while increasingly recognised for its valuable contributions, also put many challenges. For example, companies reporting on a voluntary basis may (Lydenberg, Rogers, Wood, 2010):

- choose different time periods in which to report – some may report annually, some biannually, some at irregular intervals,
- report different indicators – companies in the same industry may choose to report on a variety of different key indicators,
- report in different formats and using different metrics – even when reporting on the same indicators, companies may report data covering different time periods, using different units of measurements, or choosing different benchmarks against which to measure performance.

When CSR reporting is a voluntary practice, it is often perceived as non-vital or incomplete (CGA, 2011). Obligatory CSR reporting promotes socially-responsible management practices (Ioannou, Serafeim, 2011). Nonetheless, it also has some flaws, for instance, the necessity to disclose information on a level which is compliant with the requirements of the legislator. Without guaranteeing suitable monitoring and enforcement of the obligatory model, this type of reporting may result in a waste of time and resources for all interested parties (CGA, 2011). Legal regulations of reporting practices do not always improve the process of communication and the quality of disclosed information. In some cases companies may concentrate on reducing reporting costs by complying with only minimal requirements resulting in the neglect of the processes of collecting, aggregating and analysing of CSR data. This can lead to an adverse situation, where information of low quality displaces information of high quality (Schaltegger, 1997), which provides data and reports with limited or absent informative value for the interested parties (Herzig, Schaltegger, 2006). The most often used arguments against obligatory CSR reporting are those linked to the usability of these types of reports and costs. It is difficult to define what data should be required, in what way it should be monitored, and whether the disclosure is appropriate (Lydenberg, Rogers, Wood, 2010). In addition, developing a CSR report generates costs. The cost of non-financial reporting for large companies is an expense which oscillates between EUR 155,000 and EUR 604,000 and for smaller companies, between EUR 8,000 and EUR 25,000 (Centre for Strategy and Evaluation Services, 2011).

In recent years, various combinations of the models discussed have been implemented in different countries. It could be said that a global trend to regulate CSR reporting is currently noticeable. Among 140 national standards of voluntary and obligatory approaches to CSR reporting, identified in 30 countries, more or less two-thirds are obligatory (KPMG et al., 2010). When regulation is introduced, companies tend to respond and CSR reporting rates are seen to increase rapidly (KPMG, 2015). In China and South Africa non-financial disclosure increased when laws were passed (Ioannou, Serafeim, 2014). Ioannou and Serafeim (2014) find that corporations increased disclosure following mandatory reporting requirements in their respective jurisdictions, which suggests greater transparency and conforming with globally-accepted norms in CSR. What is interested to be seen is whether increased disclosure is actually accompanied with improved credibility of those reports. The assurance statement, the output of the assurance process, adds
to the credibility of the CSR report (Jones, Solomon, 2010) but do the same reporting obligation? The study which results are presented in this paper, tries to answer the question put forward.

3. Methodology

The study refers to corporate social responsibility reporting practices in the selected EU member states. Since 2005, based on the European Modernization Directive companies are required to analyze and disclose non-financial key performance indicators relevant for the particular business, including information relating to environmental and employee matters. All member states have implemented the requirements of the Directive (Knopf et al., 2011). For the study the author have chosen those countries which have developed additional mandatory requirements (to certain groups of companies) for CSR data disclosure. The selected for analysis member states are: Denmark, Sweden, France, the United Kingdom and the Netherlands. The study included all reports published in 2012, developed by companies which disclose CSR information on voluntary as well as mandatory basis. In the study a mixed method research was applied (Alavi, Hąbek, 2016). The information about CSR reports published in 2012 was obtained from the online directory of sustainability reports – corporateregister.com. The study included separate CSR reports, annual reports with CSR section and integrated reports. The assumption of the research was evaluation of CSR reports therefore the author excluded from the study: environment reports, UN GC Communication on Progress which contained only general statements, citizenship plans, collective industry reports, occupational safety and health (OHS) reports and several pages brochures. Only reports that were published in English language were selected for this study. The reports published in English together with those that were available, having regard to the above, finally gave the number of 482 CSR reports admitted to the study.

To assess the credibility of information disclosed in the CSR reports the author used six criteria. The structure and explanation of these criteria is shown in Table 1. During the assessment process a five-point scale (from 0 to 4) was applied (see Table 2).

In order to determine the level of credibility of the CSR reports and check whether the reports prepared as mandatory obligation have higher level of credibility then those prepared on voluntary basis the author aggregated the credibility indicator (CI) related to the CSR reporting practices (Bluszcz, 2016; Orszaghova, 2015). The CI indicator was specified using the arithmetic mean of sub-indices constituting it. The indicator of credibility consists of six sub-indices (CI1, CI2, CI3, CI4, CI5, CI6). In the first step, individual CI indicators were calculated for each of the analysed CSR report. Then, on this basis, values of the CI indicators were calculated for each of the analysed country.

Table 1: Structure of the assessment tool

<table>
<thead>
<tr>
<th>CREDIBILITY OF INFORMATION (CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CI1  Readability</strong></td>
</tr>
<tr>
<td>The report has a logical structure, uses a graphical presentation of the data, drawings, and explanations where required or uses other tools to help navigate through the document</td>
</tr>
<tr>
<td>-------------------------------------</td>
</tr>
<tr>
<td><strong>CI2  Basic reporting principles</strong></td>
</tr>
</tbody>
</table>
Due to the lack of conformity of distributions of dependent variables with the normal distribution, the non-parametric Mann-Whitney U test was used in the statistical analysis. The analyses were conducted at the level of statistical significance $\alpha = 0.05$. For all calculations, SPSS 21.0 software was used.

## 4. Results

Enterprises disclose CSR data in many different ways. Due to the regulations in force concerning this type of reporting in some countries, we can distinguish generally two reporting models: voluntary and obligatory. In the European Union, in addition to the Modernization Directive, whose requirements have been adopted by all Member States, in some countries there are additional solutions relating to various groups of enterprises and defining different scope of data which should be disclosed. In order to check whether the reporting model affects the credibility of information disclosed in CSR reports, the analyzed reports ($N = 482$) were grouped due to the reporting obligation into voluntary and mandatory reports. More than a half of the reports in the sample were mandatory (63%) while 37% were prepared on voluntary basis (see Table 3).
Table 3: Characteristic of reports in the sample

<table>
<thead>
<tr>
<th>CSR report</th>
<th>Separate report</th>
<th>Annual report with CSR section</th>
<th>Integrated report</th>
<th>Report according to GRI</th>
<th>Independent verification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voluntary N=178</td>
<td>85%</td>
<td>14%</td>
<td>1%</td>
<td>46%</td>
<td>17%</td>
</tr>
<tr>
<td>Mandatory N=304</td>
<td>76%</td>
<td>23%</td>
<td>1%</td>
<td>48%</td>
<td>26%</td>
</tr>
<tr>
<td>Total N=482</td>
<td>79%</td>
<td>20%</td>
<td>1%</td>
<td>47%</td>
<td>23%</td>
</tr>
</tbody>
</table>

Source: own study

Most of the reports in the sample were prepared as separate CSR reports both in the group of voluntary and mandatory reports (see Table 3). Nearly a half of assessed reports were prepared according to GRI guidelines. Only 23% of the reports in the sample were independently verified, more from mandatory reports subsample than from voluntary one.

The Table 4 presents descriptive statistics as well as results of the normality test for the distribution of the level of credibility of information disclosed in the reports under examination.

Table 4: Characteristics of the level of credibility of information (CI) in the sample (N = 482)

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>Mdn</th>
<th>Min</th>
<th>Max</th>
<th>K-S</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index of credibility of information – CI</td>
<td>1.26</td>
<td>0.78</td>
<td>1.17</td>
<td>0.17</td>
<td>3.50</td>
<td>0.12</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Note:

- M – mean
- SD – standard deviation
- Mdn – median
- K-S – Kolmogorov–Smirnov test value
- p – probability value

Source: own study

The minimum level of the credibility of information indicator (CI) of the examined reports was 0.17 points, while the maximum level was 3.5 points, the average level of credibility of information (CI) revealed in the reports was M = 1.26 points (with standard deviation SD = 0.78 points).

In order to check whether the reports prepared on voluntary basis differed from the mandatory reports in terms of the level of the credibility of information (CI), the Mann-Whitney U test was carried out. Table 5 shows the results. Analysis with the Mann-Whitney U test showed statistically significant differences between the groups, the test value Z = 3.97 with probability value p <0.001. This means that mandatory reports were characterized by a higher level of the credibility of information indicator (CI) than voluntary reports.

Table 5: The credibility of information (CI) for voluntary (n = 178) and mandatory (n = 304) reports

<table>
<thead>
<tr>
<th>Variable</th>
<th>Reporting</th>
<th>n</th>
<th>M</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Index of credibility of information – CI</td>
<td>Voluntary</td>
<td>178</td>
<td>1.06</td>
<td>0.65</td>
<td>0.17</td>
<td>3.33</td>
<td>3.97</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Mandatory</td>
<td>304</td>
<td>1.38</td>
<td>0.83</td>
<td>0.17</td>
<td>3.50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:

- n – number in subsample
- M – mean
- SD – standard deviation
- Z – U Mann-Whitney test value
- p – probability value

Source: own study
In order to check whether in individual countries the mandatory reports also differ from those prepared on voluntary basis, in terms of the level of the credibility of information (CI), the Mann-Whitney U test was carried out. Table 6 shows the results.

Table 6: The Level of credibility of information (CI) of voluntary and mandatory reports in individual countries

<table>
<thead>
<tr>
<th>Index of credibility of information – CI</th>
<th>Reporting</th>
<th>n</th>
<th>M</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Netherlands</td>
<td>Voluntary</td>
<td>16</td>
<td>1.31</td>
<td>0.46</td>
<td>0.50</td>
<td>2.33</td>
<td>2.34</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>Mandatory</td>
<td>44</td>
<td>1.68</td>
<td>0.61</td>
<td>0.50</td>
<td>3.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>Voluntary</td>
<td>57</td>
<td>1.28</td>
<td>0.75</td>
<td>0.33</td>
<td>3.33</td>
<td>3.08</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Mandatory</td>
<td>10</td>
<td>2.07</td>
<td>0.52</td>
<td>1.00</td>
<td>2.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>Voluntary</td>
<td>98</td>
<td>0.89</td>
<td>0.58</td>
<td>0.17</td>
<td>2.50</td>
<td>1.95</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>Mandatory</td>
<td>156</td>
<td>1.16</td>
<td>0.84</td>
<td>0.17</td>
<td>3.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>Voluntary</td>
<td>7</td>
<td>1.17</td>
<td>0.48</td>
<td>0.67</td>
<td>1.83</td>
<td>1.95</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>Mandatory</td>
<td>55</td>
<td>1.67</td>
<td>0.70</td>
<td>0.33</td>
<td>3.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note:  
-  
-  
-  

Source: own study

The Mann-Whitney U test analysis showed statistically significant differences between groups of voluntary and mandatory reports only for reports from Sweden and the Netherlands. Therefore, the analyzes carried out showed that not in all countries mandatory reports are characterized by a higher level of credibility. There is no statistically significant difference between obligatory and voluntary reports in France and the UK. Due to the lack of differentiation of the “reporting obligation” variable among reports published in Denmark (100% of the Danish reports were subject to reporting obligation), no test was made to differentiate the credibility of information indicator in this group (\( N = 39 \)).

5. Conclusions

The assessment of the level of credibility of the CSR reports led to the conclusion that there is still a lot to be done in this regard. The level of credibility of the examined reports is generally low both among the group of reports prepared as obligatory and those prepared voluntarily. In all the analyzed countries, indicator of credibility of information (CI), calculated in a five-point scale, only approached to the level of 2 points. The exceptions were mandatory reports from Sweden, where the CI indicator slightly exceeded this level and amounted to 2.07. The analyzes in the sample (\( N = 482 \)) showed that there are statistically significant differences in the level of credibility of information for voluntary and mandatory reports, and the value of credibility indicator is higher for reports from mandatory subsample. However, analyzes for individual countries do not confirm those differences for CSR reports from France and United Kingdom. The CSR reporting is a multidimensional topic and legal obligation can be one of many factors that can affect the level...
of credibility of disclosed information. The organizational culture of the reporting organization, the awareness of its managers as well as whether the report is treated as a tool for improving the process of social responsibility management. Stakeholder involvement in the process of CSR report preparation may also influence the credibility of information disclosed in these reports. The example of France and the UK is specific because these countries are characterized by a long tradition of social reporting and high awareness in the society of the need for the business sector to disclose how responsibly they conduct their activities. On this basis, it can be concluded that the introduction of legal regulations in the area of corporate social responsibility reporting is justified because it may contribute to improving the credibility level of these reports, however, it is worth considering the appropriate approaches and legal solutions in the discussed area as well as voluntary initiatives of national governments to create a favorable climate for the development of this type of reporting.

The research methodology used in the study is limited by various factors. The restrictions relate particularly to two issues. First limitation is related to sample selection. The selection of CSR reports was based on language criteria and thus raises the question of the representativeness of the sample. The second limitation of the study is the subjective way of the assessment of the CSR reports based on the substantive knowledge of the examiner. It seems, that in this case it would be more appropriate to carry out the assessment of quality of the reports by more people to balance the subjective views. Possible future directions for research in the field of CSR reporting concern several issues. First of all, future research can focus on the scope of the legal regulations in the analyzed countries and ask the reporting companies how much their reports are the result of the reporting obligation or their willingness to distinguishing themselves on the market or a way to communicate with their stakeholders. Finally, it will be also interesting to examine how voluntary government initiatives in individual countries influence creating favorable climate for disclosing credible information in the CSR reports.
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Abstract

Data envelopment analysis (DEA) is a non-parametric approach designed for evaluation of efficiency and performance of the set of homogenous decision making units (DMUs). Conventional DEA models evaluate efficiency of transformation of multiple inputs into multiple outputs in one stage. In two-stage serial models the outputs leaving the first stage serve (all or their part) as the inputs for the second stage and this stage produces final outputs of the production process. The paper deals with analysis of efficiency and ranking of DMUs in two-stage processes. The proposed original goal programming approach is based on minimization of the weighted sum of efficiency scores of the DMU under evaluation in both stages from their ideal values under the assumption that the efficiency scores of all other units in the set do not exceed 1. The results of the proposed model are compared with traditional two-stage models using a real data set with 24 DMUs and two inputs, two final outputs and two intermediate variables.
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1. Introduction

Data envelopment analysis (DEA) is a well-known method for evaluation of relative efficiency and performance of decision making units (DMUs) described by multiple inputs and outputs. In general, DEA models measure efficiency of transformation of multiple inputs into multiple outputs relatively with respect to other members of the set of DMUs under evaluation. Let us suppose that the set of DMUs contains \(n\) elements. The DMUs are evaluated by \(m\) inputs and \(r\) outputs with input and output values \(x_{ij}, i = 1,\ldots,n; j = 1,\ldots,m,\) and \(y_{ik}, i = 1,\ldots,n; k = 1,\ldots,r,\) respectively. The efficiency of the \(q\)-th DMU can be expressed as the weighted sum of outputs divided by the weighted sum of inputs with weights expressing the importance of single inputs/outputs \(v_i, i = 1,\ldots,m\) and \(u_k, k = 1,\ldots,r:\)
where \( \theta_q \) is the efficiency score of the unit DMU \( q \).

Conventional DEA models, firstly introduced by Charnes et al. (1978) and further extended by Banker et al. (1984) deal with efficiency analysis of single-stage processes. However, reality is usually more complex and production process under consideration can be defined as a multi-stage process. They can be analyzed using so called network DEA models that have been introduced by Fare and Grosskopf (2000) at first. A simplest case of multi-stage processes is the one that consist of two serial sub-processes. These two sub-processes can be evaluated independently using conventional DEA models but several attempts have been published how to analyze efficiency and performance of the whole two-stage system. (Kao and Hwang, 2008) and (Chen et al., 2009a) are two first DEA models of this nature. They have been further studied and extended by (Chen et al., 2009b). They are based on traditional definition of efficiency as the weighted sum of outputs divided by the weighted sum of inputs. A slack-based model (SBM) for two-stage processes is proposed in (Jablonsky, 2017). Two-stage systems and their evaluation of efficiency using DEA models is still subject of research among many researchers. (Kao, 2014) is an interested review of two-stage DEA models. A similar study about two-stage DEA models is the main topic of the paper (Halkos et al., 2014). An importance and attractiveness of the research in this field is illustrated by the latest studies (Despotis et al., 2016), (Koronakos et al., 2018) or (Li et al., 2018). They discuss the latest developments in this field and propose original models extending the traditional ones.

The aim of this paper is to propose alternative approaches to evaluation of efficiency in two-stage serial systems based on the methodology of goal programming or, in more general, on multiple criteria decision making methodology. The paper is organized as follows. Section 2 contains formulation of (Kao and Hwang, 2008) model and its extensions. Section 3 introduces an original two-stage DEA model and illustrates its use on a numerical example taken from (Kao and Hwang, 2008). Final section discusses given results and possibilities of a future research in this field.

### 2. Two-stage DEA models

Two-stage production process is graphically illustrated on Figure 1. The first stage of this process spends \( m \) inputs and produces \( p \) outputs. For simplicity, we suppose that all outputs of the first stage serve as inputs of the second stage (in general, some of them may leave production process). The second stage produces \( r \) final outputs of the production process.
Let us denote for the DMU \( i \):
\[
x_{ij}, \quad j = 1, \ldots, m
\]
the value of the \( j \)-th input of the first stage, \( y_{ik}, \quad i = 1, \ldots, n; \quad k = 1, \ldots, r \),
the value of the \( k \)-th final output of the second stage, and \( z_{il}, \quad i = 1, \ldots, n; \quad l = 1, \ldots, p \),
the value of the \( l \)-th output of the first stage and at the same time the value of the \( l \)-th input of the second stage. Individual efficiency scores of both stages \( \theta_{q}^{1} \) and \( \theta_{q}^{2} \), and the overall efficiency score \( \theta_{q}^{0} \) for the DMU \( q \) are defined as follows:

\[
\theta_{q}^{1} = \frac{\sum_{l=1}^{p} w_{l} z_{ql}}{\sum_{j=1}^{m} v_{j} x_{ql}}, \quad \theta_{q}^{2} = \frac{\sum_{k=1}^{r} u_{k} y_{qk}}{\sum_{l=1}^{m} w_{l} z_{ql}}, \quad \theta_{q}^{0} = \frac{\sum_{k=1}^{r} u_{k} y_{qk}}{\sum_{l=1}^{m} v_{j} x_{ql}},
\]

where \( w_{l}, \quad l = 1, \ldots, p \), are the weights of the intermediate variables. Note that \( \theta_{q}^{0} = \theta_{q}^{1} \theta_{q}^{2} \).

(Kao and Hwang, 2008) model maximizes overall efficiency score \( \theta_{q}^{0} \) of the unit under evaluation under the assumption that efficiency scores in both stages for all other units of the set do not exceed 1. This model is not linear in its objective function but can be easily transformed into a linear program using Charnes and Cooper transformation. The linearized version of this model is as follows:

Maximize \( \theta_{q}^{KH} = \sum_{k=1}^{r} u_{k} y_{qk} \)

Subject to
\[
\sum_{l=1}^{p} w_{l} z_{il} \leq \sum_{j=1}^{m} v_{j} x_{ij}, \quad i = 1, \ldots, n, \quad (3)
\]
\[
\sum_{k=1}^{r} u_{k} y_{ik} \leq \sum_{l=1}^{p} w_{l} z_{il}, \quad i = 1, \ldots, n,
\]
\[
\sum_{j=1}^{m} v_{j} x_{ij} = 1,
\]
\[
v_{j} > 0, w_{l} > 0, u_{k} > 0.
\]

Maximum efficiency score of the unit DMU \( q \) in the first and second stages respectively can be derived using the following two optimization problems (conventional input-oriented DEA models with constant returns to scale technology):
Maximize \( \theta^1_q = \sum_{l=1}^{p} w_l z_{ql} \) \( \theta^2_q = \sum_{k=1}^{r} u_k y_{qk} \)

Subject to \( \sum_{l=1}^{p} w_l z_{ql} \leq \sum_{j=1}^{m} v_j x_{ij} \), \( i = 1,...,n \) \( \sum_{k=1}^{r} u_k y_{ik} \leq \sum_{l=1}^{p} w_l z_{ql} \), \( i = 1,...,n \)
\( \sum_{j=1}^{m} v_j x_{qj} = 1 \), \( \sum_{j=1}^{m} w_l z_{ql} = 1 \),
\( v_j > 0, w_l > 0, u_k > 0 \).

Note that optimal weights in model (3) and in both models (4) are not identical, i.e. using optimal weights derived by model (3) in (2) leads to worse (lower) efficiency scores than are those derived by (4).

3. A goal programming based model

Our idea is to formulate a model that minimizes deviations of efficiency scores of both stages from their ideal values given by models (4). We propose a goal programming model that either minimizes weighted sum of deviations or maximum deviation. The weights derived by this model may be used for calculation of efficiency scores of both stages using (2) and the final efficiency score of the two-stage process can be defined as a product of both efficiency scores, i.e. \( \theta^0_q < 1 \). This value may be used for final ranking of all DMUs based on their results in both stages. The goal programming model that minimizes the weighted sum of deviations from maximum efficiency scores in both stages is the following:

Minimize \( \alpha_1 d_1 + \alpha_2 d_2 \)

Subject to \( \sum_{l=1}^{p} w_l z_{ql} \leq \sum_{j=1}^{m} v_j x_{ij} \), \( i = 1,...,n \)
\( \sum_{k=1}^{r} u_k y_{ik} \leq \sum_{l=1}^{p} w_l z_{ql} \), \( i = 1,...,n \)
\( \sum_{l=1}^{p} w_l z_{ql} + d_1 = \theta^1_q \sum_{j=1}^{m} v_j x_{qj} \)
\( \sum_{k=1}^{r} u_k y_{qk} + d_2 = \theta^2_q \sum_{l=1}^{p} w_l z_{ql} \)
\( v_j > 0, w_l > 0, u_k > 0 \).

In model (5) \( d_1 \) and \( d_2 \) are deviational variables that express the distance of the both efficiency scores \( \theta^1_q \) and \( \theta^2_q \) from their theoretically maximum values. \( \alpha_1 + \alpha_2 = 1 \) are the weights expressing the importance of deviational variables in the objective function. Obviously, \( \alpha_1 = 1 \) (\( \alpha_2 = 1 \)) leads to the model that maximizes efficiency score of the first (second) stage but its result need not be identical with results of models (3) or (4).
Let us denote \((v^*, w^*, u^*)\) vectors of optimal weights computed by model (5). The efficiency scores of both stages and overall efficiency score using these optimal weights are as follows:

\[
\theta^1_q = \frac{\sum_{l=1}^{p} w^*_l z_{ql}}{\sum_{j=1}^{m} v^*_j x_{jqj}}, \quad \theta^2_q = \frac{\sum_{k=1}^{r} u^*_k y_{qk}}{\sum_{l=1}^{p} w^*_l z_{ql}}, \quad \theta^0_q = \theta^1_q \theta^2_q. \tag{6}
\]

The DMUs can be ranked easily according to their overall efficiency scores \(\theta^0_i, i = 1, \ldots, n\).

Table 1: Data set for 24 non-life insurance companies in Taiwan

<table>
<thead>
<tr>
<th></th>
<th>X1</th>
<th>X2</th>
<th>Z1</th>
<th>Z2</th>
<th>Y1</th>
<th>Y2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taiwan Fire</td>
<td>1178744</td>
<td>673512</td>
<td>7451757</td>
<td>856735</td>
<td>984143</td>
<td>681687</td>
</tr>
<tr>
<td>Chung Kuo</td>
<td>1381822</td>
<td>1352755</td>
<td>10020274</td>
<td>1228502</td>
<td>834754</td>
<td></td>
</tr>
<tr>
<td>TaiPing</td>
<td>1177494</td>
<td>592790</td>
<td>4776548</td>
<td>560244</td>
<td>293613</td>
<td>658428</td>
</tr>
<tr>
<td>China Mariners</td>
<td>601320</td>
<td>594259</td>
<td>3174851</td>
<td>371863</td>
<td>248709</td>
<td>177331</td>
</tr>
<tr>
<td>Fubon</td>
<td>6999063</td>
<td>3531614</td>
<td>37392862</td>
<td>1753794</td>
<td>7851229</td>
<td>3925272</td>
</tr>
<tr>
<td>Zurich</td>
<td>2627707</td>
<td>668363</td>
<td>9747908</td>
<td>952326</td>
<td>1713598</td>
<td>415058</td>
</tr>
<tr>
<td>Taian</td>
<td>1942833</td>
<td>1443100</td>
<td>10685457</td>
<td>643412</td>
<td>2239593</td>
<td>415058</td>
</tr>
<tr>
<td>MingTai</td>
<td>3789001</td>
<td>1873530</td>
<td>17267266</td>
<td>1134600</td>
<td>3899530</td>
<td>622868</td>
</tr>
<tr>
<td>Central</td>
<td>1567746</td>
<td>950432</td>
<td>11473162</td>
<td>546337</td>
<td>1043778</td>
<td>264098</td>
</tr>
<tr>
<td>TheFirst</td>
<td>1303249</td>
<td>1298470</td>
<td>8210389</td>
<td>504528</td>
<td>1697941</td>
<td>554806</td>
</tr>
<tr>
<td>KuoHua</td>
<td>1962448</td>
<td>672414</td>
<td>7222378</td>
<td>643178</td>
<td>1486014</td>
<td>18259</td>
</tr>
<tr>
<td>Union</td>
<td>2592790</td>
<td>650952</td>
<td>9434406</td>
<td>1118489</td>
<td>1574191</td>
<td>909295</td>
</tr>
<tr>
<td>Shingkong</td>
<td>2609941</td>
<td>1368802</td>
<td>13921464</td>
<td>811343</td>
<td>3609236</td>
<td>223047</td>
</tr>
<tr>
<td>South China</td>
<td>1396002</td>
<td>988888</td>
<td>7396396</td>
<td>465509</td>
<td>1401200</td>
<td>332283</td>
</tr>
<tr>
<td>Cathay Century</td>
<td>2184944</td>
<td>651063</td>
<td>10422297</td>
<td>469893</td>
<td>3355197</td>
<td>555482</td>
</tr>
<tr>
<td>Allianz</td>
<td>1211716</td>
<td>415071</td>
<td>5606013</td>
<td>402881</td>
<td>854054</td>
<td>197947</td>
</tr>
<tr>
<td>Newa</td>
<td>1453797</td>
<td>1085019</td>
<td>7695461</td>
<td>342489</td>
<td>3144484</td>
<td>371984</td>
</tr>
<tr>
<td>AIU</td>
<td>757515</td>
<td>547997</td>
<td>3631484</td>
<td>995620</td>
<td>692731</td>
<td>163927</td>
</tr>
<tr>
<td>North America</td>
<td>159422</td>
<td>182338</td>
<td>1141950</td>
<td>483291</td>
<td>519120</td>
<td>46857</td>
</tr>
<tr>
<td>Federal</td>
<td>145442</td>
<td>53518</td>
<td>316829</td>
<td>131920</td>
<td>355624</td>
<td>26537</td>
</tr>
<tr>
<td>R.Sunalliance</td>
<td>84171</td>
<td>28408</td>
<td>245910</td>
<td>49864</td>
<td>0.1</td>
<td>18980</td>
</tr>
<tr>
<td>Aisa</td>
<td>15993</td>
<td>10502</td>
<td>52063</td>
<td>14574</td>
<td>82141</td>
<td>4181</td>
</tr>
<tr>
<td>AXA</td>
<td>54693</td>
<td>28408</td>
<td>245910</td>
<td>49864</td>
<td>0.1</td>
<td>18980</td>
</tr>
<tr>
<td>Mitsui Sumito</td>
<td>163297</td>
<td>235094</td>
<td>476419</td>
<td>644816</td>
<td>142370</td>
<td>16976</td>
</tr>
</tbody>
</table>

Source: Kao and Hwang, 2008

The results of our proposed model (5) will be illustrated on a case taken from (Kao and Hwang, 2008). The original data set is presented in Table 1. In this study, 24 non-life insurance companies in Taiwan are described by:

- Two inputs in the first stage (X1 – operation expenses, X2 – insurance expenses),
- Two intermediate variables (Z1 – direct written premiums, Z2 – reinsurance premiums), and
- Two final outputs (Y1 – underwriting profit, Y2 – investment profit).
The results of numerical experiments are presented in Table 2. The following models have been applied:

- Conventional input-oriented DEA model with constant returns to scale technology (1st stage).
- Conventional input-oriented DEA model with constant returns to scale technology (2nd stage).
- Conventional input-oriented DEA model with constant returns to scale technology (overall efficiency – inputs of the first stage and final outputs of the second stage).
- Kao and Hwang model (3).
- Model (5) with identical values of $\alpha$ weights, i.e. $\alpha_1 = \alpha_2 = 0.5$.

The efficiency scores calculated using the mentioned models are completed by ranking of DMUs (in parentheses).

**Table 2: Results of numerical experiments**

<table>
<thead>
<tr>
<th>Stage 1</th>
<th>Stage 2</th>
<th>Overall</th>
<th>Model (3) $\alpha=\alpha_2=0.5$</th>
<th>Model (5) $\alpha=\alpha_2=0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taiwan Fire</td>
<td>0.993 (7)</td>
<td>0.713 (7)</td>
<td>0.984 (6)</td>
<td>0.699 (3)</td>
</tr>
<tr>
<td>Chung Kuo</td>
<td>0.998 (6)</td>
<td>0.627 (10)</td>
<td>1.000 (1)</td>
<td>0.625 (5)</td>
</tr>
<tr>
<td>TaiPing</td>
<td>0.69 (23)</td>
<td>1.000 (1)</td>
<td>0.988 (5)</td>
<td>0.690 (4)</td>
</tr>
<tr>
<td>China Mariners</td>
<td>0.724 (21)</td>
<td>0.432 (16)</td>
<td>0.488 (14)</td>
<td>0.304 (15)</td>
</tr>
<tr>
<td>Fubon</td>
<td>0.838 (13)</td>
<td>1.000 (1)</td>
<td>0.767 (1)</td>
<td>0.740 (2)</td>
</tr>
<tr>
<td>Zurich</td>
<td>0.964 (8)</td>
<td>0.406 (18)</td>
<td>0.594 (13)</td>
<td>0.390 (12)</td>
</tr>
<tr>
<td>Taian</td>
<td>0.752 (16)</td>
<td>0.538 (13)</td>
<td>0.470 (16)</td>
<td>0.277 (17)</td>
</tr>
<tr>
<td>MingTai</td>
<td>0.726 (19)</td>
<td>0.511 (15)</td>
<td>0.415 (19)</td>
<td>0.275 (18)</td>
</tr>
<tr>
<td>Central</td>
<td>1.000 (1)</td>
<td>0.292 (23)</td>
<td>0.327 (22)</td>
<td>0.223 (20)</td>
</tr>
<tr>
<td>TheFirst</td>
<td>0.862 (11)</td>
<td>0.674 (9)</td>
<td>0.781 (10)</td>
<td>0.466 (9)</td>
</tr>
<tr>
<td>KuoHua</td>
<td>0.741 (18)</td>
<td>0.327 (22)</td>
<td>0.283 (23)</td>
<td>0.144 (23)</td>
</tr>
<tr>
<td>Union</td>
<td>1.000 (1)</td>
<td>0.760 (6)</td>
<td>1.000 (1)</td>
<td>0.760 (2)</td>
</tr>
<tr>
<td>Shingkong</td>
<td>0.811 (14)</td>
<td>0.543 (12)</td>
<td>0.353 (20)</td>
<td>0.208 (21)</td>
</tr>
<tr>
<td>South China</td>
<td>0.725 (20)</td>
<td>0.518 (14)</td>
<td>0.470 (16)</td>
<td>0.289 (16)</td>
</tr>
<tr>
<td>Cathay Century</td>
<td>1.000 (1)</td>
<td>0.705 (8)</td>
<td>0.979 (7)</td>
<td>0.614 (6)</td>
</tr>
<tr>
<td>Allianz</td>
<td>0.907 (10)</td>
<td>0.385 (19)</td>
<td>0.472 (15)</td>
<td>0.320 (14)</td>
</tr>
<tr>
<td>Newa</td>
<td>0.723 (22)</td>
<td>1.000 (1)</td>
<td>0.635 (11)</td>
<td>0.360 (13)</td>
</tr>
<tr>
<td>AIU</td>
<td>0.794 (15)</td>
<td>0.374 (20)</td>
<td>0.427 (18)</td>
<td>0.259 (19)</td>
</tr>
<tr>
<td>North America</td>
<td>1.000 (1)</td>
<td>0.416 (17)</td>
<td>0.822 (9)</td>
<td>0.411 (11)</td>
</tr>
<tr>
<td>Federal</td>
<td>0.933 (9)</td>
<td>0.901 (5)</td>
<td>0.935 (8)</td>
<td>0.547 (8)</td>
</tr>
<tr>
<td>R.Sunalliance</td>
<td>0.751 (17)</td>
<td>0.280 (24)</td>
<td>0.333 (21)</td>
<td>0.201 (22)</td>
</tr>
<tr>
<td>Aisa</td>
<td>0.590 (24)</td>
<td>1.000 (1)</td>
<td>1.000 (1)</td>
<td>0.590 (7)</td>
</tr>
<tr>
<td>AXA</td>
<td>0.850 (12)</td>
<td>0.560 (11)</td>
<td>0.599 (12)</td>
<td>0.420 (10)</td>
</tr>
<tr>
<td>Mitsui Sumito</td>
<td>1.000 (1)</td>
<td>0.335 (21)</td>
<td>0.257 (24)</td>
<td>0.135 (24)</td>
</tr>
</tbody>
</table>

Source: own calculations
4. Discussion and Conclusions

The advantage of the proposed model comparing to Kao and Hwang model (3) consists in its higher flexibility. Both models aim at determination of weights of the inputs, intermediate variables and final outputs in order to maximize the efficiency of the unit under evaluation. Main difference consists in the objective function of both models. Model (3) maximizes overall efficiency, the proposed model (5) works in two steps. The first one is the calculation of particular efficiency scores in both stages independently and the second one is minimization of deviational variables from those efficiency scores. This approach allows minimization of the weighted sum of both deviations, minimization of maximum deviation or lexicographic approach.

In this paper, we have verified the applicability of model (5) on an example taken from original paper (Kao and Hwang, 2008). Table 2 presents results of two individual stages, overall efficiency and results of two-stage models. It is important to mention that it is not possible comparing the results of one individual stage with the results of a network model. If a DMU is efficient in the first stage (i.e. produces high outputs with comparison to its inputs) this unit may not probably be efficient in the second stage because higher outputs of the first stage enter the second stage as inputs. On the other hand, it is possible a direct comparison of results of two-stage models, in our case models (3) and (5). The results presented in Table 2 show that there is no DMU simultaneously efficient in both stages. An extreme situation occurs for Aisa and Mitsiu – they are efficient in one of the stages and are ranked as the best, and extremely inefficient in the other stage. Efficiency scores and ranking of the units according to models (3) and (5) is given in the last two columns of Table 2. There are not any significant differences in efficiency scores computed by these two models – in many cases are the results identical but final ranking of DMUs is quite different for part of the DMUs.

The presented results take into account identical importance of both deviational variable in objective function of model (5), i.e. $\alpha_1 = \alpha_2 = 0.5$. This setting was chosen for illustration purposes only. Experiments based on changing the weights may lead to different results and could be interested analyze the sensitivity of results with respect to parameters $\alpha$. The robustness of the results and application of other goal programming principles in model (5) may be an excellent issue for a further research in this field.
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Abstract

Any tax, as a mandatory payment to the public budget, serves to finance public goods and services that are difficult to obtain in the free market. There are a number of methods that enable evaluate and compare the magnitude of the total tax burden in a particular country. A less known measure is Tax Freedom Day, which marks the day in a year when taxpayers have earned enough money to cover all tax bills of the country. According to the analysis available in this work, Tax Freedom Day in the EU-28 countries on average comes after 167 days into the year. In the Czech Republic, the Tax Freedom Day falls on 23rd June, 2018. The methodology of the Tax Foundation and the Liberal Institute of the Czech Republic were used for the computation.
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1. Introduction

The amount of money that governments seek to collect from taxes differs across countries and is (or should be) based on needs of particular country. For instance, the island country Saint Lucia (with land area of 238 squared miles) needs disproportionately less money than Germany for education, health care, infrastructure and wages of civil servants. Nev-
etertheless, political conviction plays major role as well, because optimal tax structure, developed by several researchers, is mainly theoretical and hardly applicable in practice (Kubátová, 2009). There is only a small consensus on what tax structure should look like and for this reason taxes will always be difficult topic to discuss.

The Tax Freedom Day is a frequently discussed topic between the professional public and the non-professional one. Liberální institut (2018) states that the Freedom Day tax is an imaginary limit in the calendar year that divides the year into 2 periods. Until the arrival of Tax Freedom Day, taxpayers work for government, only after that day start working for themselves. Fraser Institute (2016) mentioned, that these taxes include everything from income taxes, payroll taxes, health taxes, sales taxes, property taxes, fuel taxes, profit taxes, to various “sin” taxes, and much more. Tax Freedom Day (‘TFD’) is one method among others for evaluating tax burden in a particular country, which enables comparison between countries (Kaštan and Machová, 2009). TFD marks the day in a year when taxpayers have earned enough money to cover all tax bills of the country (Greenberg, 2017). Although tax payers have to pay taxes from whole year profit, TFD is a symbol for tax-free living. The Tax Freedom Day is computed by Liberální institut (Liberal Institute) (2017) and Deloitte (2018) in Czech Republic.

Given the available data and materials, there is not much research on Tax Freedom Day topic and questioning about the differences in results. MacKenzie and Tucker (2010) investigated how the days of fiscal freedom were correlated with ten key indicators of child wellbeing. In some research, Tax Freedom Day is being used as one of the economic indicators. Kumpikaite and Zickute (2013) used Tax Freedom Day as one of three major economic factors influencing the emigration level in Lithuania.

Tax Freedom Day is connected to total tax burden in a particular economy. As mentioned in European Commission (2017) the ration of tax collection (including social contribution) to GDP in EU-28 remain higher related to other well-developed countries. In 2014, the average EU-28 ratio was 38.8 percent whereas in the United States of America the ratio was 13 percentage points lower. EU-28 tax-to-GDP ratio has increased in value in the last decade from 39.0 percent in 2006 to 40.0 percent in 2016. However, economists mostly agree that increasing tax burden discourages economy and implicates higher deadweight loss (Kubátová, 2009).


The study of Sineviciene (2016), who used data from the period 2003-2012, shows differences in the tax burden of individual EU countries. In terms of determining the tax burden in some particular countries, interesting research by Kaštan (2009), who concludes that there is currently no optimal measurement method, that could be used for international comparison.

Total tax burden includes direct and indirect taxes and social and health insurance. De Mooij and Ederveen (2003) found in its meta-analysis negative impact on corporate tax rate and inflow of foreign direct investments. In fact, one percentage point increase in corporate tax rate triggers 3.3 percentage point decrease in foreign direct investments, while other factors are held fixed. Taxation does matter even in labor supply decision; evidences from Germany suggest that 41 percent of representatives take taxation into consideration (Hayo, 2015). Increasing labor tax might shift profit and spending into the non-taxable forms and thus decrease economic efficiency (Mirrlees, 2010). In the matter
of indirect taxes (such as VAT) price elasticity of demand impacts revenue raised. Gener-
ally speaking, inelastic goods and services (i.e. luxury or necessity) tend to have low de-
mand quantity change when VAT rate increases (Copenhagen Economics, 2008). How-
ever, it’s more appropriate for tax system to be efficient rather than maximized.

Our research is focused on the total tax burden in the EU countries and its objective
was to establish a Tax Freedom Day for each EU country. This paper yields to evaluate
TFD based on methodology approach used by Tax Foundation and Liberal Institute of
Czech Republic across EU-28 and compare different results. Evaluating TFD enables com-
parison of tax burden across EU-28.

2. Methodology and Data

Methodology of Tax Foundation includes total sum of taxes in numerator and net national
income of United States of America in denominator (Greenberg, 2007). Specified equation
is written as follows:

\[
TFD_{TF,t+1} = \frac{\sum T_{t+1}}{NNI_{t+1}}
\]  

(1)

Liberal Institute of Czech Republic uses reversed approach. In numerator total gov-
ernment spending (G) are captured, which enables deficit of state budget come into the
computation. Gross domestic product (GDP) is in the denominator as benchmark (i.e. how
much money is reallocated based on every dollar created in the economy) (Liberální in-
stitut, 2018).

\[
TFD_{LI,t+1} = \frac{G_{t+1}}{GDP_{t+1}}
\]  

(2)

Predicted variable for t+1 is computed through elementary forecasting function. The
equation for forecast is:

\[
y = a + bx,
\]  

(3)

where

\[
a = \bar{y} - b\bar{x},
\]  

(4)

and

\[
b = \frac{\sum (x - \bar{x})(y - \bar{y})}{\sum (x - \bar{x})^2}.
\]  

(5)

Forecasting based on ex post data do have its limitations; (i) we assume that future
values will continue in linear trend, (ii) ex post data might not be accurate and reliable
and thus mispredict forecasted values, (iii) linear trend forecast oversimplifies complex
models. To test prediction error, MAPE (mean absolute percentage error) was built. Time
series has been shortened by one year; this enables to compare empirical value with pre-
dicted and set MAPE.
where $E$ is forecast error at period $t$ (quantified as actual minus forecasted value), $Y$ is forecasted value at period $t$ and $N$ is number of observations.

Finally, value given by equation (1) and (2) is multiplied by 365 (days of the year), rounded and added to 1$^{st}$ January 2018. Data are obtained from EUROSTAT macroeconomic database, from time period 1995 to 2016 (annual).

3. Results

Mean absolute percentage error tends to be across data sets, on average around 67%. Precise MAPE is shown Table 1.

Table 1: Mean absolute percentage error

<table>
<thead>
<tr>
<th>Item</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gross domestic product at market prices</td>
<td>6.62%</td>
</tr>
<tr>
<td>Total government expenditure</td>
<td>10.74%</td>
</tr>
<tr>
<td>Net national income</td>
<td>5.03%</td>
</tr>
<tr>
<td>Total receipts from taxes and social contribution</td>
<td>4.70%</td>
</tr>
</tbody>
</table>

Source: own calculation

Highest MAPE value does have total government expenditure, which is due to outliers (false prediction of Greece and Cyprus). Based on MAPE, evaluated TFDs have ±7% error.

TFD is computed across 29 observations (EU-28 plus European Union as a whole) as time series of 22 years (22 plus 2 forecasted years). According to methodology of Tax Foundation, the longest wait for TFD does have Luxembourg (257 days, 15$^{th}$ September 2018) and the shortest Bulgaria (123 days, 3$^{rd}$ May 2018). In case of Luxembourg, the cause is obvious; lot of taxes in Luxembourg is collected from foreign investors and thus net national income is close to total tax revenue.

Findings of Liberal Institute methodology is quite different; minimum waiting time does have Lithuania, after 133 days (13$^{th}$ May 2018) whereas maximum is in France after 207 days (26$^{th}$ July 2018). Czech Republic’s TFD is close to average, with waiting time of 174 days (23$^{rd}$ June) and 153 (2$^{nd}$ June 2018). Liberal Institute haven’t computed TFD for 2018, but in 2017 TFD was on May 29th (after 149 days). Although comparison bases are not identical, TFD is expected to fall four days later this year than it was in 2017. Complete TFDs is listed in Table 2.

Methodology of Tax Foundation and Liberal Institute seems to be on average very similar. According to both methodologies, TFD on average falls on 16$^{th}$ June 2018, which is after 166 days, although redistribution of TFDs is different. Redistribution between computed TFD through Tax Foundation and Liberal Institute methodology is also due to national debt, which is included into the computation of Liberal Institute.

Due to large dimension, tables with predictions and TFD estimations are not enclosed in Appendix, but are fully accessible at Mendeley datasets: http://bit.ly/TFDdatasets
<table>
<thead>
<tr>
<th>GEO</th>
<th>Days (TF)</th>
<th>Days (LI)</th>
<th>Date (TF)</th>
<th>Date (LI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>European Union (28 countries)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>212</td>
<td>198</td>
<td>31 July 2018</td>
<td>17 July 2018</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>123</td>
<td>136</td>
<td>03 May 2018</td>
<td>17 May 2018</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>174</td>
<td>153</td>
<td>23 June 2018</td>
<td>02 June 2018</td>
</tr>
<tr>
<td>Denmark</td>
<td>201</td>
<td>199</td>
<td>20 July 2018</td>
<td>18 July 2018</td>
</tr>
<tr>
<td>Germany</td>
<td>169</td>
<td>158</td>
<td>18 June 2018</td>
<td>08 June 2018</td>
</tr>
<tr>
<td>Estonia</td>
<td>148</td>
<td>143</td>
<td>29 May 2018</td>
<td>24 May 2018</td>
</tr>
<tr>
<td>Ireland</td>
<td>153</td>
<td>138</td>
<td>02 June 2018</td>
<td>18 May 2018</td>
</tr>
<tr>
<td>Greece</td>
<td>173</td>
<td>198</td>
<td>22 June 2018</td>
<td>17 July 2018</td>
</tr>
<tr>
<td>Spain</td>
<td>157</td>
<td>162</td>
<td>07 June 2018</td>
<td>11 June 2018</td>
</tr>
<tr>
<td>France</td>
<td>204</td>
<td>207</td>
<td>23 July 2018</td>
<td>26 July 2018</td>
</tr>
<tr>
<td>Croatia</td>
<td>140</td>
<td>166</td>
<td>21 May 2018</td>
<td>16 June 2018</td>
</tr>
<tr>
<td>Italy</td>
<td>192</td>
<td>182</td>
<td>11 July 2018</td>
<td>01 July 2018</td>
</tr>
<tr>
<td>Cyprus</td>
<td>145</td>
<td>155</td>
<td>26 May 2018</td>
<td>05 June 2018</td>
</tr>
<tr>
<td>Latvia</td>
<td>140</td>
<td>141</td>
<td>20 May 2018</td>
<td>22 May 2018</td>
</tr>
<tr>
<td>Lithuania</td>
<td>125</td>
<td>133</td>
<td>05 May 2018</td>
<td>13 May 2018</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>257</td>
<td>155</td>
<td>15 September 2018</td>
<td>05 June 2018</td>
</tr>
<tr>
<td>Hungary</td>
<td>177</td>
<td>178</td>
<td>26 June 2018</td>
<td>28 June 2018</td>
</tr>
<tr>
<td>Malta</td>
<td>159</td>
<td>150</td>
<td>09 June 2018</td>
<td>30 May 2018</td>
</tr>
<tr>
<td>Netherlands</td>
<td>162</td>
<td>165</td>
<td>12 June 2018</td>
<td>15 June 2018</td>
</tr>
<tr>
<td>Austria</td>
<td>188</td>
<td>186</td>
<td>08 July 2018</td>
<td>05 July 2018</td>
</tr>
<tr>
<td>Poland</td>
<td>140</td>
<td>155</td>
<td>21 May 2018</td>
<td>04 June 2018</td>
</tr>
<tr>
<td>Portugal</td>
<td>167</td>
<td>181</td>
<td>17 June 2018</td>
<td>01 July 2018</td>
</tr>
<tr>
<td>Romania</td>
<td>124</td>
<td>134</td>
<td>05 May 2018</td>
<td>14 May 2018</td>
</tr>
<tr>
<td>Slovenia</td>
<td>174</td>
<td>178</td>
<td>24 June 2018</td>
<td>28 June 2018</td>
</tr>
<tr>
<td>Slovakia</td>
<td>139</td>
<td>150</td>
<td>20 May 2018</td>
<td>30 May 2018</td>
</tr>
<tr>
<td>Finland</td>
<td>189</td>
<td>200</td>
<td>08 July 2018</td>
<td>19 July 2018</td>
</tr>
<tr>
<td>Sweden</td>
<td>183</td>
<td>179</td>
<td>02 July 2018</td>
<td>28 June 2018</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>150</td>
<td>165</td>
<td>30 May 2018</td>
<td>15 June 2018</td>
</tr>
</tbody>
</table>

Source: own calculation

4. Discussion and Conclusion

There is not any identical analysis in the TFD field, which would enable comprehensive comparison (i.e. same data sets, countries, methodology). For example, Tax Foundation computes TFD only for United States of America and uses data sets from Department of Commerce’s Bureau of Economic Analysis. Anyway, TFD in the USA fell on April 23rd in 2017 (113 days into the year) that is shorter than every EU-28 country in 2018. If federal borrowing is added into the equation, TFD occurs 14 days later in the USA.

Although tax quota is widely used measurement of tax burden magnitude, other approaches should be taking into consideration as well. Tax quota and TFD should be created and interpreted altogether, rather than separately, to be able to have comprehensive view of the tax burden magnitude. Subject of next research will be relation between magnitude of tax burden (TFD and tax quota) and economic growth. It is expected that during
economic growth, Tax Freedom Day should fall on earlier date, because production of the economy is growing faster than government expenditures and public debt should be decreasing. After world economic crisis in 2008, Tax Freedom Day is going back into the first half of the year (Liberalní institut, 2017). The earliest TFD happens in Bulgaria (TF, 123 days) and Lithuania (LI, 134 days) whereas the latest in Luxembourg (TF, 257 days) and France (LI, 207 days).

According to computation of Liberal Institute, computed TFD should occur four days later in 2018 than it was in 2017. However, different data sets and prediction error might implicate false comparison.

TFDs confirmed the hypothesis that taxation in European Union is relatively high comparing to USA with TFD occurring on average 166 days into the 2018.

The Czech Republic is relatively competitive jurisdiction relating the TFD within the group of EU countries and it might be a good policy to keep such a competitive level of taxation in case of any principal changes in tax system or tax mix. Moreover, the USA highly competitive position from the TFD point of view should be taken into account by the policy makers when changing the Czech and European tax policy approach.
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Abstract

The paper aims to offer an answer to the question whether the costs of state economic interventionism, most frequently stressed by the opponents of this doctrine, accompanied government programmes designed to stabilise the financial sectors of EU and euro area member states. A review of world research studies and an analysis of selected macroeconomic indicators in particular countries, as well as an analysis of demographic trends lead to the conclusion that social costs are the currently recorded main adverse effects of this category of intervention.

Keywords: global financial crisis, economic interventionism, government aid, EU financial sector

JEL Code: E310, G210, G280

1. Introduction

Economic interventionism is an economic doctrine which accepts an active engagement of administrative bodies (mainly state organizations) in broadly understood economic processes. The role of the state in an economy has aroused hot debates for centuries. This issue was already raised by Plato and Aristotle, and undertaken in later periods by such classical school economists as J. Tobin, J.M. Keynes, R.J. Barro, and A.H. Hansen.

Economic interventionism is currently reflected in the implementation of government aid programmes aimed to support financial institutions facing insolvency during the last global financial crisis. The state’s engagement in rescuing financial entities is commonly justified by the fact that financial stability is regarded as a public good (Alińska, Wasiak, 2014).
2. Aims and Methodology

The paper aims to identify the costs of government intervention in the UE’s financial sector during the global economic crisis. The core analysis covers the 2006–2016 period – the years preceding the global crisis, the first wave of the crisis (2007–2009), the second wave of the crisis (2010–2012) and the years after the aforementioned financial crisis. Identifying the costs of intervention is based on the selected phenomena which – in the opinion of the opponents of interventionism – can be most frequently associated with state intervention in the financial sector: deterioration in macroeconomic indicators (e.g. increased public debt to GDP ratios, or rising inflation rates), crowding-out effect, increased public debt service costs as a result of the spread convergence of Credit Default Swaps on government and financial entities’ debt, moral hazard, and social costs. The conclusions of the analysis are based on a review of world research studies, an analysis of selected macroeconomic variables (public debt to GDP, inflation rates, an increase in money supply, bank loans and GDP, and cost of public sector debt servicing to GDP) in EU and euro area member states, as well as an analysis of European demographic trends.

3. Results

3.1. State interventions vs selected macroeconomic indicators in EU member states

During the financial crisis at the beginning of the 21st century state interventionism in EU member states (especially euro area countries) led to a drastic increase in budget deficit and public debt. In 2010–2012, following the introduction of the anti-crisis package aimed to provide financial support for, or nationalise banks, Europe was hit by a public finance crisis. In the euro area – in the conditions of decentralised fiscal policies – the mechanism for implementing public finance discipline was based on two solutions set forth by the Treaty of Maastricht (at a national level – solutions set forth by the Stability and Growth Pact, and at an international level – the no bailout clause which provides that one member state will not offer financial assistance to another). However, both solutions, to a large extent, have been ignored. Public debt to GDP in EU member states in 2006–2016 is presented in Table 1. The figures indicate a steady increase in the public debt to GDP ratio in practically all the analysed countries since 2008.

Despite rising internal debt ratios, EU countries were not hit by an inflationary spiral. The figures representing particular years (see: Table 2) indicate that during the first stage of the crisis inflation rates in the euro area fell below 2.00%, being below the average inflation target (set by the ECB below but close to 2.00%). In 2008, most countries outside the euro area recorded rising inflation rates, falling in 2009 to lower levels than those in 2006. In 2010–2011, most European countries recorded increased inflation rates, while in 2012 these rates started to drop. Four years later, the declines were even more visible.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EU (28)</td>
<td>60.1</td>
<td>60.7</td>
<td>72.7</td>
<td>78.3</td>
<td>81.0</td>
<td>83.7</td>
<td>86.5</td>
<td>83.2</td>
</tr>
<tr>
<td>Euro area (19)</td>
<td>67.3</td>
<td>68.6</td>
<td>78.4</td>
<td>83.8</td>
<td>86.1</td>
<td>89.4</td>
<td>91.8</td>
<td>88.9</td>
</tr>
<tr>
<td>Austria</td>
<td>67.0</td>
<td>68.4</td>
<td>79.6</td>
<td>82.4</td>
<td>82.2</td>
<td>81.7</td>
<td>83.8</td>
<td>83.6</td>
</tr>
<tr>
<td>Belgium</td>
<td>91.1</td>
<td>92.5</td>
<td>99.5</td>
<td>99.7</td>
<td>102.6</td>
<td>104.3</td>
<td>106.8</td>
<td>105.7</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>21.0</td>
<td>13.0</td>
<td>13.7</td>
<td>15.3</td>
<td>15.2</td>
<td>16.7</td>
<td>27.0</td>
<td>29.0</td>
</tr>
<tr>
<td>Cyprus</td>
<td>58.7</td>
<td>45.1</td>
<td>53.8</td>
<td>56.3</td>
<td>65.7</td>
<td>79.7</td>
<td>107.5</td>
<td>107.1</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>27.7</td>
<td>28.3</td>
<td>33.6</td>
<td>37.4</td>
<td>46.1</td>
<td>44.9</td>
<td>44.0</td>
<td>37.7</td>
</tr>
<tr>
<td>Denmark</td>
<td>31.5</td>
<td>33.3</td>
<td>40.2</td>
<td>42.6</td>
<td>46.1</td>
<td>44.9</td>
<td>44.9</td>
<td>37.7</td>
</tr>
<tr>
<td>Estonia</td>
<td>4.4</td>
<td>4.5</td>
<td>7.0</td>
<td>6.6</td>
<td>6.1</td>
<td>9.7</td>
<td>10.7</td>
<td>9.4</td>
</tr>
<tr>
<td>Finland</td>
<td>38.2</td>
<td>32.7</td>
<td>41.7</td>
<td>47.1</td>
<td>48.5</td>
<td>53.9</td>
<td>60.2</td>
<td>63.1</td>
</tr>
<tr>
<td>France</td>
<td>64.4</td>
<td>68.0</td>
<td>78.9</td>
<td>81.6</td>
<td>85.2</td>
<td>89.6</td>
<td>95.0</td>
<td>96.5</td>
</tr>
<tr>
<td>Greece</td>
<td>103.6</td>
<td>109.4</td>
<td>126.7</td>
<td>146.2</td>
<td>172.1</td>
<td>159.6</td>
<td>179.0</td>
<td>180.8</td>
</tr>
<tr>
<td>Spain</td>
<td>38.9</td>
<td>39.5</td>
<td>52.8</td>
<td>60.1</td>
<td>69.5</td>
<td>85.7</td>
<td>100.4</td>
<td>99.0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>44.7</td>
<td>54.7</td>
<td>56.8</td>
<td>59.3</td>
<td>61.6</td>
<td>66.3</td>
<td>68.0</td>
<td>61.8</td>
</tr>
<tr>
<td>Ireland</td>
<td>23.6</td>
<td>42.4</td>
<td>61.5</td>
<td>86.1</td>
<td>110.3</td>
<td>119.6</td>
<td>104.5</td>
<td>72.8</td>
</tr>
<tr>
<td>Lithuania</td>
<td>17.2</td>
<td>14.6</td>
<td>28.0</td>
<td>36.2</td>
<td>37.2</td>
<td>39.8</td>
<td>40.5</td>
<td>40.1</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>7.8</td>
<td>14.9</td>
<td>15.7</td>
<td>19.8</td>
<td>18.7</td>
<td>22.0</td>
<td>22.7</td>
<td>20.8</td>
</tr>
<tr>
<td>Latvia</td>
<td>9.6</td>
<td>18.2</td>
<td>35.8</td>
<td>46.8</td>
<td>42.7</td>
<td>41.2</td>
<td>40.9</td>
<td>40.6</td>
</tr>
<tr>
<td>Malta</td>
<td>64.5</td>
<td>62.6</td>
<td>67.6</td>
<td>67.5</td>
<td>70.1</td>
<td>67.8</td>
<td>63.8</td>
<td>57.6</td>
</tr>
<tr>
<td>Germany</td>
<td>66.5</td>
<td>65.1</td>
<td>72.6</td>
<td>80.9</td>
<td>78.6</td>
<td>79.8</td>
<td>74.6</td>
<td>68.1</td>
</tr>
<tr>
<td>Poland</td>
<td>46.9</td>
<td>46.3</td>
<td>49.4</td>
<td>53.1</td>
<td>54.1</td>
<td>53.7</td>
<td>50.2</td>
<td>54.1</td>
</tr>
<tr>
<td>Portugal</td>
<td>69.2</td>
<td>71.7</td>
<td>83.6</td>
<td>96.2</td>
<td>111.4</td>
<td>126.2</td>
<td>130.6</td>
<td>130.1</td>
</tr>
<tr>
<td>Romania</td>
<td>12.3</td>
<td>13.2</td>
<td>23.2</td>
<td>30.2</td>
<td>34.4</td>
<td>37.3</td>
<td>39.4</td>
<td>37.6</td>
</tr>
<tr>
<td>Slovakia</td>
<td>31.0</td>
<td>28.5</td>
<td>36.3</td>
<td>41.2</td>
<td>43.7</td>
<td>52.2</td>
<td>53.5</td>
<td>51.8</td>
</tr>
<tr>
<td>Slovenia</td>
<td>26.0</td>
<td>21.8</td>
<td>34.6</td>
<td>38.4</td>
<td>46.6</td>
<td>53.8</td>
<td>80.3</td>
<td>78.5</td>
</tr>
<tr>
<td>Sweden</td>
<td>44.0</td>
<td>37.8</td>
<td>41.4</td>
<td>38.6</td>
<td>37.9</td>
<td>38.1</td>
<td>45.5</td>
<td>42.2</td>
</tr>
<tr>
<td>Hungary</td>
<td>64.1</td>
<td>71.0</td>
<td>77.2</td>
<td>79.7</td>
<td>79.9</td>
<td>77.6</td>
<td>75.2</td>
<td>73.9</td>
</tr>
<tr>
<td>UK</td>
<td>40.8</td>
<td>49.9</td>
<td>64.1</td>
<td>75.6</td>
<td>81.3</td>
<td>84.5</td>
<td>87.4</td>
<td>88.3</td>
</tr>
<tr>
<td>Italy</td>
<td>102.6</td>
<td>102.4</td>
<td>112.5</td>
<td>115.4</td>
<td>116.5</td>
<td>123.4</td>
<td>131.8</td>
<td>132.0</td>
</tr>
</tbody>
</table>

Source: Eurostat data
Rising public debt ratios in European countries were not accompanied by a rapid increase in inflationary phenomena (in fact, from June to October 2009, the euro area faced the problem of deflation) because intervention activities did not lead to an excessive level of money supply. Interventions could have had the opposite effect: 1) directly – in the case of budget deficits being financed by central banks, and 2) indirectly – if the purchase of government debt instruments by the EBC had raised the liquidity of euro area commercial banks, translating to increased lending activities (considering the sequence of activities adopted by the EBC: increasing banks’ liquidity→purchase of treasury instruments by banks→purchase of these instruments by the EBC – such a scenario seemed very likely). The financial independence of EU central banks and the EBC is based on the principle according to which the financing of budget deficits is prohibited (art. 123 TFUE, implemented at national levels through relevant acts). Thus, the above restrictions eliminate direct relations between public sector indebtedness and monetary aggregates.

In order to find out whether, and to what extent EBC interventions could have contributed to increased inflation rates, the author analyses the pace of an increase in money supply and bank loans (extended to the private sector) in euro area countries in 2003–2016. The data presented in Table 3 indicate that money supply and bank loans reached relatively high levels in 2003–2008 (money supply dynamics exceeded a reference value of 4.50%), while in the following years the respective values were considerably lower (in 2009, money supply measured by M3 decreased, while the bank loans market recorded a sharp decline in 2012–2014). It represented the cause as well as the effect of the downturn in economic activity and decreased demand for credit. Slight increases in money supply and bank loans were also due to the fact that a large portion of EBC resources designed for increasing the liquidity of commercial banks did not contribute to financing the real economy but rather to the repayment of banks’ earlier loans (Europejski Bank Centralny, 2014). Moreover, some of the non-standard policy measures adopted by the European

### Table 2: Inflation rates measured by HICP in EU member states in 2006–2016

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Euro area b</td>
<td>2.2</td>
<td>3.3</td>
<td>0.3</td>
<td>1.6</td>
<td>2.7</td>
<td>2.5</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>7.4</td>
<td>12.0</td>
<td>2.5</td>
<td>3.0</td>
<td>3.4</td>
<td>2.4</td>
<td>-1.6</td>
<td>-1.3</td>
</tr>
<tr>
<td>Cyprus</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>2.1</td>
<td>6.3</td>
<td>0.6</td>
<td>1.2</td>
<td>2.2</td>
<td>3.5</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.8</td>
<td>3.6</td>
<td>1.0</td>
<td>2.2</td>
<td>2.7</td>
<td>2.4</td>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>Estonia</td>
<td>4.4</td>
<td>10.6</td>
<td>0.2</td>
<td>2.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lithuania</td>
<td>3.8</td>
<td>11.1</td>
<td>4.2</td>
<td>1.2</td>
<td>4.1</td>
<td>3.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Latvia</td>
<td>6.6</td>
<td>15.3</td>
<td>3.3</td>
<td>-1.2</td>
<td>4.2</td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Malta</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>1.3</td>
<td>4.2</td>
<td>4.0</td>
<td>2.6</td>
<td>3.9</td>
<td>3.7</td>
<td>0.1</td>
<td>-0.2</td>
</tr>
<tr>
<td>Romania</td>
<td>6.6</td>
<td>7.9</td>
<td>5.6</td>
<td>6.1</td>
<td>5.8</td>
<td>3.4</td>
<td>1.4</td>
<td>-1.1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>4.3</td>
<td>3.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slovenia</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>1.5</td>
<td>3.3</td>
<td>1.9</td>
<td>1.9</td>
<td>1.4</td>
<td>0.9</td>
<td>0.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Hungary</td>
<td>4.0</td>
<td>6.0</td>
<td>4.0</td>
<td>4.7</td>
<td>3.9</td>
<td>5.7</td>
<td>0.0</td>
<td>0.4</td>
</tr>
<tr>
<td>UK</td>
<td>2.3</td>
<td>3.6</td>
<td>2.2</td>
<td>3.3</td>
<td>4.5</td>
<td>2.8</td>
<td>1.5</td>
<td>0.7</td>
</tr>
</tbody>
</table>

*a* December to December.

*b* Data for the euro area’s changing composition.

Source: Eurostat data
Central Bank during the crisis were never implemented (OMT – Outright Monetary Transactions), while other measures (SMP – Securities Market Programme) were subject to full sterilization as a result of weekly open market operations (fixed-term deposits) (Rodríguez, Carrasco, 2014).

Table 3: Increases in money supply (M3), bank loans to the private sector and GDP in the euro area\textsuperscript{a} in 2003–2016 (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M3</td>
<td>8.4</td>
<td>7.3</td>
<td>−0.2</td>
<td>1.7</td>
<td>1.6</td>
<td>3.3</td>
<td>3.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Bank loans</td>
<td>8.7</td>
<td>5.8</td>
<td>0.0</td>
<td>1.9</td>
<td>1.0</td>
<td>−0.7</td>
<td>−0.5</td>
<td>2.2</td>
</tr>
<tr>
<td>GDP\textsuperscript{c}</td>
<td>2.1</td>
<td>0.4</td>
<td>−4.4</td>
<td>2.1</td>
<td>1.6</td>
<td>−0.9</td>
<td>1.3</td>
<td>1.8</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Data for the area's changing composition.
\textsuperscript{b} Average values.
\textsuperscript{c} In real terms.

Source: ECB and Eurostat data

3.2. State intervention vs crowding-out effect

An in-depth analysis of the crowding-out effect was carried out by such analysts as F. Broner et al. (with regard to GIIPS countries, Germany and France; Broner et al., 2013), and by M. Crosignani (GIIPS countries and major euro area economies; Crosignani 2014). This problem was also discussed by R. Breton et al. (Breton et al., 2014).

Broner et al. showed that GIIPS countries recorded steady growth ratios in 2007; their public debt and deficits did not cause much concern, and government debt spreads (the difference between a 10-year yield in particular countries and that for German government bonds) were close to zero. In Q3 of 2009, spreads were still low, while the share of government internal debt in private sector portfolios in all GIIPS countries did not exceed 50% (in Greece and Ireland – below 30%). The situation changed dramatically at the end of the year – spreads increased considerably, reaching the level of 400–800 bps at the end of 2012 (spreads in Greece were much higher). Despite higher risk, residents increased their purchases of government debt instruments – at the end of 2012, such instruments accounted for more than 50% of private sector assets in all GIIPS countries, and in Spain and Italy – more than 70% and 60%, respectively. Simultaneously, the share of these instruments in foreign portfolios decreased. The above trends indicated the transfer of internal resources to the public sector, which contributed to the recession (such transfers were not recorded in Germany, undergoing slight changes in France). According to Broner et al., the last crisis recorded a phenomenon of "exporting" the crowding-out effect from EU countries with relatively low capital resources and high indebtedness ratios to those in which the said indicators reflected the opposite situation. It reduced the impact of the crowding-out effect on aggregated investments in GIIPS countries, strengthening the effect in the remaining EU member states. Although the calculations carried out by the above analysts with regard to the crowding-out effect in GIIPS countries are confirmed by empirical data, the considerations related to the export of the effect to other EU countries are purely theoretical.

The analysis of the crowding-out effect carried out by M. Crosignani covers GIIPS countries, Austria, Belgium, Denmark, Finland, France, Germany, Netherlands and UK. The author’s conclusions basically confirm the views held by Broner et al.: GIIPS countries, during the crisis and after the crisis (from 2010 to the first half of 2013) recorded the
crowding-out effect because banks increased their engagement on the government debt market to the detriment of lending to the private sector, while this phenomenon did not occur in the remaining banking sectors covered by the analysis. Also, Crosignani’s model leads to the conclusion that an increase in the supply of debt instruments attracts foreign investors, and the additional effect of governments’ liberal approach to capital standards can be a phenomenon of regulatory “race to the bottom” on an international scale.

The data cited by Breton et al. (Breton et al., 2012) confirm the absence of the crowding-out effect in the old EU countries and euro area members. Lending institutions in all euro area countries increased their activities on the market of government assets, which, however, was accompanied by an even greater increase in lending volumes to the private sector.

3.3. The convergence of sovereign and financial institution CDS spreads

The results of research conducted by Acharya et al. (Acharya et al, 2013) lead to the conclusion that as a result of state intervention in the financial sector, sovereign CDS spreads and those of financial institutions behave in a similar manner (sovereign-bank nexus). This conclusion is confirmed by the convergence of the valuations of iTraxx SovX and iTraxx Financials indices in Q1 2009 (see: Fig. 1), when rescue packages were announced (the second convergence took place in 2010, when the market expected an effective solution to Greece’s toxic assets).

![Figure 1: The values of iTraxx SovX and iTraxx Financials in 2006–2010](image)

Source: Fontana, Scheicher, 2010, p. 28

According to Acharya et al, the convergence of spreads results from investors’ expectations: they anticipate that government aid will have an adverse impact on a country’s financial condition (consequently, it is likely to lead to the depreciation of banks’ bond-secured assets, eventually leading to the market revaluation of banks).
Acharya et al. assume the existence of the mutual correlation between the public and private sector, while S. Dieckmann and T. Plank (Dieckman, Plank, 2011) believe that risk is transferred only from the private to public sector, and changes to sovereign CDS spreads are strongly affected by both local and global financial markets. The extent of this impact is determined by the position of a local market in the global system before crises, and EMU countries seem to be very sensitive to risk transfers.

Table 4: Cost of public debt servicing to GDP in EU countries in 2006–2016 (%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EU (28)</td>
<td>2.6</td>
<td>2.7</td>
<td>2.6</td>
<td>2.7</td>
<td>2.9</td>
<td>2.9</td>
<td>2.5</td>
<td>2.1</td>
</tr>
<tr>
<td>Euro area</td>
<td>2.8</td>
<td>2.9</td>
<td>2.8</td>
<td>2.7</td>
<td>3.0</td>
<td>3.0</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>Austria</td>
<td>3.1</td>
<td>2.9</td>
<td>3.1</td>
<td>2.9</td>
<td>2.8</td>
<td>2.7</td>
<td>2.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>4.1</td>
<td>4.0</td>
<td>3.8</td>
<td>3.6</td>
<td>3.6</td>
<td>3.6</td>
<td>3.3</td>
<td>2.9</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>1.3</td>
<td>0.8</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Cyprus</td>
<td>3.0</td>
<td>2.6</td>
<td>2.3</td>
<td>2.0</td>
<td>2.0</td>
<td>2.9</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>1.0</td>
<td>1.0</td>
<td>1.2</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.8</td>
<td>1.4</td>
<td>1.9</td>
<td>1.9</td>
<td>2.0</td>
<td>1.8</td>
<td>1.5</td>
<td>1.4</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Finland</td>
<td>1.5</td>
<td>1.4</td>
<td>1.3</td>
<td>1.3</td>
<td>1.4</td>
<td>1.4</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>France</td>
<td>2.5</td>
<td>2.8</td>
<td>2.4</td>
<td>2.4</td>
<td>2.6</td>
<td>2.6</td>
<td>2.2</td>
<td>1.9</td>
</tr>
<tr>
<td>Greece</td>
<td>4.4</td>
<td>4.8</td>
<td>5.0</td>
<td>5.9</td>
<td>7.3</td>
<td>5.1</td>
<td>4.0</td>
<td>3.2</td>
</tr>
<tr>
<td>Spain</td>
<td>1.6</td>
<td>1.5</td>
<td>1.7</td>
<td>1.9</td>
<td>2.5</td>
<td>3.0</td>
<td>3.5</td>
<td>2.8</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.8</td>
<td>1.8</td>
<td>1.6</td>
<td>1.4</td>
<td>1.1</td>
</tr>
<tr>
<td>Ireland</td>
<td>1.0</td>
<td>1.3</td>
<td>2.0</td>
<td>2.8</td>
<td>3.4</td>
<td>4.2</td>
<td>3.9</td>
<td>2.2</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.7</td>
<td>0.7</td>
<td>1.2</td>
<td>1.8</td>
<td>1.8</td>
<td>2.0</td>
<td>1.6</td>
<td>1.3</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.4</td>
<td>0.6</td>
<td>1.5</td>
<td>1.7</td>
<td>1.8</td>
<td>1.7</td>
<td>1.4</td>
<td>1.0</td>
</tr>
<tr>
<td>Malta</td>
<td>3.7</td>
<td>3.3</td>
<td>3.3</td>
<td>3.1</td>
<td>3.2</td>
<td>3.0</td>
<td>2.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Germany</td>
<td>2.7</td>
<td>2.7</td>
<td>2.6</td>
<td>2.5</td>
<td>2.5</td>
<td>2.3</td>
<td>1.7</td>
<td>1.3</td>
</tr>
<tr>
<td>Poland</td>
<td>2.4</td>
<td>2.1</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.7</td>
<td>1.9</td>
<td>1.7</td>
</tr>
<tr>
<td>Portugal</td>
<td>2.8</td>
<td>3.1</td>
<td>3.0</td>
<td>2.9</td>
<td>4.3</td>
<td>4.9</td>
<td>4.9</td>
<td>4.2</td>
</tr>
<tr>
<td>Romania</td>
<td>0.8</td>
<td>0.7</td>
<td>1.5</td>
<td>1.5</td>
<td>1.6</td>
<td>1.8</td>
<td>1.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Slovakia</td>
<td>1.4</td>
<td>1.3</td>
<td>1.4</td>
<td>1.3</td>
<td>1.5</td>
<td>1.8</td>
<td>1.9</td>
<td>1.6</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1.4</td>
<td>1.1</td>
<td>1.3</td>
<td>1.3</td>
<td>1.5</td>
<td>1.9</td>
<td>3.2</td>
<td>3.0</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.6</td>
<td>1.6</td>
<td>1.2</td>
<td>1.0</td>
<td>1.1</td>
<td>0.9</td>
<td>0.7</td>
<td>0.4</td>
</tr>
<tr>
<td>Hungary</td>
<td>3.9</td>
<td>4.0</td>
<td>4.5</td>
<td>4.1</td>
<td>4.1</td>
<td>4.6</td>
<td>4.0</td>
<td>3.2</td>
</tr>
<tr>
<td>UK</td>
<td>2.0</td>
<td>2.2</td>
<td>1.9</td>
<td>2.9</td>
<td>3.2</td>
<td>2.9</td>
<td>2.7</td>
<td>2.4</td>
</tr>
<tr>
<td>Italy</td>
<td>4.4</td>
<td>4.9</td>
<td>4.4</td>
<td>4.3</td>
<td>4.7</td>
<td>5.2</td>
<td>4.6</td>
<td>4.0</td>
</tr>
</tbody>
</table>

Source: Eurostat data

Having accepted the reasoning of Acharya, and Dieckmann and Plank, one should ask whether the convergence of sovereign CDS spreads and CDS spreads on financial institutions, which took place after announcing the launch of aid programmes for financial institutions in Europe, had a significant impact on increased public debt servicing costs. The increase in CDS sovereign spreads (e.g. spreads on German and Greek government bonds rose from approx. 0 bps in 2007 to 100 bps and 250 bps at the beginning of 2009, respectively; Datastream Thomson Reuters) justified a considerable increase in expected costs.
The relations between these costs and GDP in EU countries in 2006–2016 are presented in Table 4.

The data presented in Table 4 indicate that most EU countries recorded increased debt servicing costs in different years of the analysed period (the increases are marked in grey). However, none of the analysed countries recorded a substantial change in the resulting costs. The limited impact of this phenomenon can be justified in two ways. Firstly, higher spreads were temporary, affecting the interest rates of newly issued bonds (possibly lower interest rates of previously issued bonds compensated for price decreases), as well as variable-rate bonds. Secondly, public debt servicing costs – apart from interest rates – are affected by such parameters as hitherto debt levels and debt balance changes (Molendowski, Stanek, 2012). As a result, the most indebted countries were the ones which were the most vulnerable to the consequences of the convergence of spreads.

3.4. State intervention vs moral hazard

Moral hazard should be understood as excessive risk-taking resulting from the awareness of mechanisms which protect decision-makers against full responsibility for their actions. Currently, the inclination of financial institutions to moral hazard is mainly viewed as the effect of deposit-guarantee schemes and government rescue programmes for systemically important institutions (the “too big to fail” doctrine; TBTF). The consequences of this phenomenon include ineffective allocation of resources or the imitating of risky behaviour by a large group of entities (Stern, Feldman, 2004). This inclination to “imitation” is explained by Acharya (Acharya, 2001). He believes that the implementation of rescue schemes is more likely in the case of failures on a massive scale (too-many-to-fail guarantee), which increases the inclination of business entities to unify the structure of their investment portfolios. Therefore, this temptation concerns not only systemically important institutions but also small entities which behave like “members of the herd” (systemic as part of the herd). The occurrence of moral hazard prior to the crisis in the hope of receiving government aid is confirmed by a number of empirical studies. In this context, research on European banks was conducted, among others, by E. Nier and U. Baumann (Nier, Baumann, 2006) and T. Beck et al. (Beck et al., 2009). Both groups of researchers found evidence supporting the thesis that the possible beneficiaries of bailout schemes demonstrated an inclination to maintain lower capital buffers.

3.5. The social costs of interventionism

P. Szkudlarek points out (Szkudlarek, 2013) that public sector indebtedness, combined with current demographic trends, causes much concern about financing future pensions and health protection services in EU countries. From an economic perspective, two demographic trends are of key significance – longer life expectancy and decreasing populations. According to demographic projections, life expectancy is likely to increase in the coming years. According to GUs (Chief Statistical Office), life expectancy in the world and Europe in 2045–2050 will reach more than 77 years and nearly 83 years, respectively (Główny Urząd Statystyczny, 2017). In the most economically advanced regions life expectancy for both genders may considerably exceed 83 years, while in less advanced regions – 75 years. According to GUS projections, all continents (except Europe) will record increased population numbers, while Europe’s population is expected to fall to 696.6 million by 2060 (in 2010 – 738 million). The two processes will result in a considerable increase in
Europe’s old-age-dependency ratio: in 2060, one hundred working-age people will correspond to more than 51 people above the age of 65 and 27 people below the age of 14. In the context of the size of public debt in some EU member states, the efficient servicing of future old age pensions and health protection schemes will be conditioned by creating a budget surplus, which will be a very difficult task.

4. Discussion and Conclusions

Increased public debt in EU member states, resulting from the implementation of bailout programmes for the financial sector, did not directly affect inflation rates for the following reasons: 1) restrictions set out in Article 123 TFUE, prohibiting the financing of budget deficits by the central banks of member states and by the EBC; 2) limited impact of the purchase of treasury bonds by the EBC on lending activities and the supply of money in the euro area (a considerable proportion of resources allocated by the EBC for supplying liquidity to commercial banks did not contribute to the real economy, and part of such operations were sterilised). Public debt servicing costs to GDP in the analysed period increased in most EU countries, which can be attributed to their general internal indebtedness rather than the transfer of risk from the private to public sector. The convergence of iTraxx SovX and iTraxx Financials in Q1 2009 and in 2010 confirm the occurrence of the above mentioned transfer. However, it was a temporary trend and its impact was limited. On the other hand, the costs of government intervention include the crowding-out effect in GIIPS countries, moral hazard as well as the social costs resulting from a considerable decrease in funds for future pensions and health protection services in a united Europe. Presently, social costs seem to be the major negative effect of government intervention in the EU’s financial sector.

The recent crisis has shown that if government interventions and the expansive monetary policy of central banks are accompanied by a drop in aggregate demand, inflation in the economy does not rise, but the money creation mechanism is impaired. With the decline in aggregate demand, the increased liquidity of the financial system (assuming the limited efficiency of sterilizing operations) does not translate into an increase in lending but an increased demand for financial instruments, especially treasury instruments. This in turn raises such negative consequences as the crowding-out effect (in countries particularly affected by the problem of the drop in aggregate demand) and the excessive indebtedness of the state at the expense of future generations. It is difficult to say today what would have happened to the EU financial system without government intervention since such a scenario had not been implemented. Assuming that without intervention, the scale of collapse in Europe would be much greater, on the basis of economic theory, the question arises of a set of tools that not only increase the liquidity of financial entities, but also restore their ability to efficiently mobilize and allocate capital. Such a set would have to provide for numerous structural solutions aimed at eliminating the barrier of aggregate demand. So far, the response of EU bodies to the crisis was mainly the imposition of new reporting and financial burdens on financial entities (related, among others, to the need to finance a bank resolution funds). After implementing post-crisis regulatory solutions, carrying out structural reforms may prove to be a much more difficult task than before the crisis.
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Abstract

One of the most important challenges for current supply chains is environmental protection. The scarcity of natural resources, declining biodiversity or air, soil and water pollution, push corporations to address environmental issues among their business goals. Due to this external pressure, SMEs need to take into account the environmental impact of their operations and make informed decisions on their processes and supply chains, thereby becoming more energy efficient and environmentally sustainable.

The study was performed within the TrainERGY (Training for Energy Efficient Operations) Project (http://www.trainergy-project.eu/), which focuses on developing an open-innovation and co-creation framework for improving competences in energy efficiency and sustainability.

The aim of the paper is to characterize sustainable supply chains in terms of CO2 hotspots. The article presents an analysis of supply chains of different products based on case study research from 4 European countries. The comparative analysis of gathered data allowed the identification of both the CO2 hotspots in the analysed supply chains along with the effect of activities and inputs that are part of the manufacturing processes. Finally, ways of tackling the recognized carbon dioxide hotspots are recommended.

Keywords: supply chain, sustainability, CO2, decarbonisation, environmental aspects of supply chain management
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1. Introduction

Both environmental and social issues are noneconomic aspects of business activities that are continuously gaining relevance as a focal point of sustainable development. Any business process may be the source of environmental impacts.

The problem of environmental issues in supply chains is being addressed through the concept of the green supply chain (Sarkis, 2014) or the sustainable supply chain, oriented towards ecological aspects like greener partners selection (Wu and Barnes, 2016) eco-efficiency (Michelsen, 2006; Verfaillie and Bidwell, 2000) or environmental performance (Gualandris and Kalchschmidt, 2016). It is equally seen in the environmental policies and projects set in place by individual entities and across whole supply chains (e.g. Carter and Rogers, 2008; Kleindorfer et al., 2005; Seuring and Muller, 2008a; Seuring and Muller, 2008b). A focus on supply chains is a step towards the broader adoption and development of sustainability, since the supply chain considers the product from initial processing of raw materials to delivery to the customer. However, sustainability also must integrate issues and flows that extend beyond the core of supply chain management: product design, manufacturing by-products, by-products produced during product use, product life extension, product end-of-life, and recovery processes at end-of-life (Linton et al., 2007).

Recent years have revealed the rising problem of CO2 emission as a global challenge that has to be addressed by all sectors, including business. The debate about possible solutions focuses on supply chains, as the path of the life cycle of products generate enormous emissions. From this perspective, supply chain environmental management is needed. Environmental considerations in the whole supply chain are crucial for the sustainability of the global economy. It is also a demanding issue for corporations that are attempting to lower the amount of CO2 in their processes and products. There are different approaches to CO2 measurement related to the whole supply chain. Knowledge about what causes these emissions should be regarded as the starting point for further greening of logistic processes in supply chains. In the article, a possible scenario for CO2 management – the identification of and possible improvements to its hotspots – will be presented.

The aim of the paper is to characterize sustainable supply chains in terms of CO2 hotspots. The article presents an analysis of supply chains of different products based on case study research from 4 European countries with the use of the Supply Chain Environmental Analysis Tool (SCEnAT). The comparative analysis of gathered data allowed the identification of the CO2 hotspots in analysed supply chains, along with the effect of activities and inputs that are part of the manufacturing processes. Finally, ways of tackling the recognized carbon dioxide hotspots are recommended.

2. CO2 emissions as an environmental aspect in the modern approach to supply chain management

CO2 emissions are one of the most crucial environmental issues facing us today. It is estimated that it is the cause of half of the man-made greenhouse effect (Jaber, Glock and El Saadany, 2013). The effective reduction of CO2 is the most important issue for those policy makers and practitioners who are responsible for the implementation of laws and regulations. This is supported by numerous initiatives and documents (such as policy papers
and legal acts), with the goal of working out a commonly-accepted compromise and set of standards, such as New Sustainable Goals of UN Programme or COP 21. Environmental hotspots are the key processes (or actions within processes) generating the highest emissions in supply chains (De la Fuente et al., 2017). They are the most critical stages in the productive chain (Lopez et al., 2018). In this paper, a CO2 hotspot is understood as a process (or action), that is a source of the highest CO2 emission in analysed supply chain.

The scale and scope of any environmental impact differs depending on the type and size of the company and the complexity of its supply chain. Environmental considerations are the result of the tightening of legal regulations and other motivations identified by businesses, for example the expected benefits (Diabat and Govindan, 2011). Current supply chain management practices take into consideration environmental impacts and the ways to increase efficiency while reducing negative externalities (Diabat and Al-Salem, 2015). The environmental principles used at the stage of the design of the supply chain cover such areas as: product design, packaging, collection and transportation, recycling and disposal, and greening the internal and external business environment (Tsoulfas and Pappis, 2006). These elements are crucial for the better understanding and management of all aspects of CO2 emissions of business operations.

A reduction of emissions can only be achieved by mutual, close cooperation of all organisations in the supply chain, both upstream and downstream. It needs accountability for both direct and indirect CO2 emissions of the value stream of products – including raw material extraction (Oshita, 2012). Furthermore, all stakeholders, including customers, have to be included (Plambeck, 2012). Knowledge about the structure of supply chains is the basis for further reduction of CO2 over the life cycle of a product (Wiedmann, 2009).

A proactive approach to the reduction of greenhouse gases can bring many benefits for a company and its whole supply chain e.g. reduced costs, higher revenues, better knowledge and control of the supply chain (measurement of emissions in the supply chain), improved public relations, scrutinised and rationalised supply chains, improved understanding and motivation among employers, better collaboration with policy makers and improved motivation among suppliers to reduce emissions (Plambeck, 2012). To make this possible, a set of tools and methods that help to assess the total emissions and recognise the hotspots in value chains needs to be introduced. It is worth mentioning such procedures and initiatives as: Greenhouse Gas Protocol, Carbon Disclosure Project, Carbon Trust or IPCC Guidelines. The focal idea of these initiatives and methodologies is the carbon footprint, defined as “a measure of the exclusive total amount of carbon dioxide emissions that is directly and indirectly caused by an activity or is accumulated over the life stages of a product” (Wiedmann and Minx 2008). The most recent managerial undertakings to tackle the carbon footprint includes: identification of CO2 emissions in the value chain, hotspot recognition, possible improvement scenarios analysis, strategies for the further reduction of emissions. The possible scenarios for the reduction of emissions may relate to changes in: production technology, product design, transportation and distribution system design. The procedure of the above-mentioned calculations will be presented below, using the Supply Chain Environmental Analysis Tool (SCEnAT).

In recent years, the trend of presenting the assessment of CO2 emissions has been noticeable in the context of the life cycle of specific products, industries and countries. For example, Riva et al (2017) recognized CO2 hotspots in the supply chain of Italian mozzarella cheese, using Ecoinvent v3.2 database and SimaPro 8.1 modeling software. Recanati, Marveggio and Dotelli (2018) identified environmental impact of chocolate supply chain using LCA. Lopes et al (2017) assessed carbon dioxide emissions in Brazilian bioethanol

This paper builds on the existing research, however it provides a multi-sectoral insight into CO2 hotspot identification with a use of unique methodology, described below.

3. Research methodology

In order to determine the environmental impact of analysed products and processes, a Virtual Learning Environment with the Supply Chain Environmental Analysis Tool (SCEnAT) – http://www.trainergy-project.eu/virtual-learning-environment – was used. The tool incorporates good practices and case studies illustrating the sustainability enablers, supported by decision-making tools for green supply chain development. It also enables the benchmarking of the analysed processes or supply chains against the industry average. This advanced analytical model is based on the original tool developed by Koh and others (Koh et al., 2012) and improved within further projects in which the authors of this paper were involved.

The SCEnAT methodology is based on Life Cycle Assessment and Environmental Input-Output LCA (Bochtis et al., 2015), combined with methods and techniques such as supply chain mapping, carbon measuring and supply chain performance evaluation using different key performance indicators (KPIs).

The data for the purpose of the presented analysis were gathered within an EU funded TrainERGY project. The project aimed at developing a virtual learning environment that would firstly support competences required for implementing energy efficient operations and secondly provide guidance in: monitoring and assessing companies’ current decision-making strategies in relation to environmental concerns, adopt low carbon decision-making patterns, develop long-term plans for energy efficiency and environmental sustainability of their supply chains.

The conducted research was designed twofold. During the first phase a quantitative survey was conducted in four European countries. The research questionnaire focused on: (1) Relevance of the identified competences required for implementing energy efficient and sustainable operations; (2) Stage of advancement in use of the competences required for implementing energy efficient and sustainable operations; (3) Barriers and drivers for implementing energy efficient and sustainable operations.

The quantitative part of the study was conducted between October and December 2016. Non-probability convenience sampling was used for the purpose of selection of the surveyed companies and for all surveyed aspects (relevance, stage, barriers and drivers) a 5-point Likert scale was applied, ranging from 1 (minimum) to 5 (maximum). A total number of 134 valid questionnaires were collected with the following distribution among the participating countries: Poland – 56 questionnaires, The United Kingdom – 25 questionnaires, Italy – 28 questionnaires and Greece – 25 questionnaires. The survey can be further characterized by: (1) Business sectors, including: manufacturing (26.1%), construction (23.1%), retail/commerce (11.9%), food and winery (10.4%), transportation/logistics (9.0%), healthcare services (6.7%) and other (12.7%); (2) Size of the entity,
described by the number of employees, including: under 25 (41.0%), 26 to 50 (22.4%), 51 to 250 (26.1%) and more than 250 (10.4%). Construct reliability (overall and for every country) was assessed using Cronbach’s alpha, where unidimensionality of a block of p variables Xn can be quantified when they are all positively correlated (when alpha >0.7) and Nunally’s criterion was fulfilled (Nunally and Bernstein, 1994; Sheng and Teo, 2012).

The second phase of the study involved an in-depth analysis of selected entities, recruited from those participating in the quantitative research. Companies willing to cooperate, provided data that allowed to analyse their operations toward CO2 hotspots identification (e.g. processes or actions with the highest CO2 emission in the supply chain, critical emission points). In order to develop case studies demonstrating carbon emissions and potential intervention scenarios the following methodology was used (Koh et al., 2015; Kalinowski et al., 2015): (1) Developing a visual supply chain map using inputs and processes; (2) Critical emission calculations using the Hybrid LCA methodology; (3) Identifying low carbon interventions leading to reductions in CO2 emissions; (4) Supply chain performance evaluation and benchmarking. This paper, however, will primarily focus on the first and second step, with some insights into the third.

The entities undergoing the in-depth part of the study represented different business sectors, however, for the purpose of this paper, only production companies have been selected (Table 1).

### Table 1: Characteristics of the research sample

<table>
<thead>
<tr>
<th>Company country code</th>
<th>Detailed description of operations</th>
<th>Analysed product</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – PL</td>
<td>Construction of low-energy and passive houses</td>
<td>Polystyrene brick</td>
</tr>
<tr>
<td>2 – PL</td>
<td>Window manufacturer</td>
<td>Single-chamber aluminium frame window</td>
</tr>
<tr>
<td>3 – UK</td>
<td>Steel stock holder and die forgings manufacturer</td>
<td>Rings/flanges for pipework systems)</td>
</tr>
<tr>
<td>4 – UK</td>
<td>Manufacturer of solid wall insulation</td>
<td>Recycled cotton/denim insulation</td>
</tr>
<tr>
<td>5 – GR</td>
<td>Manufacturer of aluminium systems</td>
<td>One square meter of aluminium foil</td>
</tr>
<tr>
<td>6 – GR</td>
<td>Manufacturer of building materials</td>
<td>Unit of cement (150 kg)</td>
</tr>
<tr>
<td>7 – IT</td>
<td>Confectionery manufacturer</td>
<td>Sugar-covered toasted almond candies</td>
</tr>
<tr>
<td>8 – IT</td>
<td>Cold automatic printed metal sheets manufacturer</td>
<td>Counter frame for blinding doors</td>
</tr>
</tbody>
</table>

Source: Own study based on the research results.

### 4. Research Data and Results

In this section, the research data are presented. The tables below (2,3,4,5) display the results of the performed analysis for each case study. The first table concerns companies from Poland, with the following tables covering the countries: UK, Greece and Italy, respectively.
Table 2: Data for Polish case studies

<table>
<thead>
<tr>
<th>Company country code</th>
<th>Analysed product (unit of analysis)</th>
<th>Input type</th>
<th>Input</th>
<th>Quantity</th>
<th>Unit</th>
<th>GHG Intensity (kg CO2eq/unit)</th>
<th>Total emissions</th>
<th>Proportion of emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – PL</td>
<td>Polystyrene brick (single unit)</td>
<td>Direct Materials</td>
<td>Polystyrene</td>
<td>18.74</td>
<td>Kg</td>
<td>3.4653</td>
<td>64.9397</td>
<td>62.48%</td>
</tr>
<tr>
<td></td>
<td>Steam (foaming)</td>
<td></td>
<td>30</td>
<td>Mj</td>
<td>0.099747</td>
<td>2.99241</td>
<td>2.84%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Steam (forming)</td>
<td></td>
<td>237.6</td>
<td>Mj</td>
<td>0.099747</td>
<td>23.6998</td>
<td>22.80%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electricity (foaming)</td>
<td>Utilities</td>
<td>6</td>
<td>kWh</td>
<td>0.53131</td>
<td>3.18786</td>
<td>3.07%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electricity (forming)</td>
<td>Utilities</td>
<td>12.57</td>
<td>kWh</td>
<td>0.53131</td>
<td>6.67856</td>
<td>6.43%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Electricity (storage)</td>
<td>Utilities</td>
<td>0.125</td>
<td>kWh</td>
<td>0.53131</td>
<td>0.06641</td>
<td>0.06%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>In-bound transport</td>
<td>Logistics</td>
<td>17.99</td>
<td>tkm</td>
<td>0.13364</td>
<td>2.40418</td>
<td>2.30%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Internal transport</td>
<td>Logistics</td>
<td>0.0056</td>
<td>tkm</td>
<td>0.13364</td>
<td>0.20847</td>
<td>0.20%</td>
<td></td>
</tr>
</tbody>
</table>

| Direct Materials (glass production (GP) and window production (WP)) | Liquid Hydrogen (GP) | 0.0000045 | m3 | 2.0774 | 0.000009 | 0% |
| Silicon Nitrogen (GP) | 0.04 | m3 | 0.40767 | 0.016 | 0% |
| Soda Powder (GP) | 2.29 | kg | 0.4418 | 1.012 | 0.01% |
| Silica Sand (GP) | 0.6 | kg | 0.044043 | 2.027 | 0% |
| Steel (GP) | 0.000137 | kg | 4.8454 | 0.00066 | 0% |
| Tin (GP) | 0.0000916 | kg | 21.655 | 0.002 | 0% |
| Aluminium frame (WP) | 13.36 | kg | 773.83 | 10338.37 | 99.19% |
| Plastic film (WP) | 0.9 | kg | 6.0297 | 0.542 | 0.01% |
| Polyvinylchloride (WP) | 0.9 | kg | 2.1525 | 1.94 | 0.02% |
| Utilities (glass and window production) | Electricity (GP) | 1.2 | kWh | 1.1625 | 1.395 | 0.01% |
| Gas (GP) | 35.6 | Mj | 1.0555 | 37.575 | 0.4% |
| Fuel Oil (GP) | 0.738 | kg | 0.097995 | 0.0723 | 0% |
| Electricity (WP) | 12.08 | kWh | 1.1625 | 14.043 | 0.14% |
| Logistics (glass production (GP) and window production (WP)) | In-bound road (GP) | 0.4352 | tkm | 0.16743 | 0.0723 | 0% |
| In-bound rail (GP) | 1.202769 | tkm | 0.039603 | 0.0476 | 0% |
| In-bound road (WP) | 2.3537 | tkm | 0.16743 | 0.394 | 0% |
| In-bound sea (WP) | 18.18 | tkm | 0.011326 | 0.206 | 0% |

Source: Own study based on the research results.
### Table 3: Data for English case studies

<table>
<thead>
<tr>
<th>Company country code</th>
<th>Analysed product (unit of analysis)</th>
<th>Input type</th>
<th>Input</th>
<th>Quantity</th>
<th>Unit</th>
<th>GHG Intensity (kg CO2eq/unit)</th>
<th>Total emissions</th>
<th>Proportion of emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 – UK</td>
<td>Finished forged product (rings/flanges for pipework systems) / 1 piece</td>
<td>Direct Materials</td>
<td>Unprocessed Steel</td>
<td>1.0766</td>
<td>Kg</td>
<td>1.8899</td>
<td>2.03467</td>
<td>44.40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Steel Extraction</td>
<td>1</td>
<td>Kg</td>
<td>1.7</td>
<td>1.70000</td>
<td></td>
<td>37.10%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electricity</td>
<td>0.7511</td>
<td>kWh</td>
<td>0.594</td>
<td>0.42909</td>
<td></td>
<td>9.58%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gas</td>
<td>18.969</td>
<td>MJ</td>
<td>0.014</td>
<td>0.26557</td>
<td></td>
<td>5.80%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>0.0010</td>
<td>M3</td>
<td></td>
<td>0.00000</td>
<td></td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Processing</td>
<td>Heat Treatment, Hot Impact Extrusion</td>
<td>1</td>
<td>Kg</td>
<td>0.0169</td>
<td>0.01690</td>
<td>0.37%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Recycling</td>
<td>Diesel Burned in Building Machine</td>
<td>1</td>
<td>Kg</td>
<td>0.0576</td>
<td>0.05760</td>
<td>1.26%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HGV (Diesel)</td>
<td>0.0092</td>
<td>Vkm</td>
<td>0.25783</td>
<td>0.00237</td>
<td></td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Non-HGV (Diesel)</td>
<td>0.0151</td>
<td>Vkm</td>
<td>0.28699</td>
<td>0.00433</td>
<td></td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logistics</td>
<td>Diesel Consumption for Forklift Trucks</td>
<td>0.0066</td>
<td>Kg</td>
<td>0.0044</td>
<td>0.00433</td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>INNO- THERM insulation material (recycled cotton/denim insulation) / 1 kg</td>
<td>Direct Materials</td>
<td>Polyester</td>
<td>0.2</td>
<td>kg</td>
<td>3.0</td>
<td>0.60000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Utilities</td>
<td>Electricity</td>
<td>0.412</td>
<td>kWh</td>
<td>0.5314</td>
<td>0.21994</td>
<td>18.67%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Gas</td>
<td>0.0139</td>
<td>MJ</td>
<td>0.0045</td>
<td>0.00006</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logistics</td>
<td>Road Transportation</td>
<td>0.12</td>
<td>tkm</td>
<td>0.2578</td>
<td>0.03094</td>
<td>2.64%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Rail Transportation</td>
<td>0.1</td>
<td>tkm</td>
<td>0.0292</td>
<td>0.00292</td>
<td>0.25%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Consumables</td>
<td>Anti Bacterial Fungicide Treatment</td>
<td>0.4</td>
<td>L</td>
<td>0.4</td>
<td>0.16000</td>
<td>13.64%</td>
</tr>
</tbody>
</table>

Source: Own study based on the research results.

### Table 4: Data for Greek case studies

<table>
<thead>
<tr>
<th>Company country code</th>
<th>Analysed product (unit of analysis)</th>
<th>Input type</th>
<th>Input</th>
<th>Quantity</th>
<th>Unit</th>
<th>GHG Intensity (kg CO2eq/unit)</th>
<th>Total emissions</th>
<th>Proportion of emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 – GR</td>
<td>Aluminium foil (1m2)</td>
<td>Direct Materials</td>
<td>Zinc</td>
<td>1.78</td>
<td>Kg</td>
<td>1.23</td>
<td>2.1894</td>
<td>5.09%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Paper</td>
<td>0.2</td>
<td>Kg</td>
<td>0.34</td>
<td>0.068</td>
<td></td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ink</td>
<td>0.02</td>
<td>L</td>
<td>0.67</td>
<td>0.0134</td>
<td></td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chemicals</td>
<td>0.12</td>
<td>L</td>
<td>0.22</td>
<td>0.0124</td>
<td></td>
<td>0.03%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electricity</td>
<td>1.62</td>
<td>kWh</td>
<td>0.23</td>
<td>37.28</td>
<td></td>
<td>86.61%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>2.5</td>
<td>L</td>
<td>0.34</td>
<td>3.0</td>
<td></td>
<td>1.97%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Oil</td>
<td>0.12</td>
<td>L</td>
<td>0.78</td>
<td>0.0936</td>
<td></td>
<td>0.22%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Services</td>
<td>1.0</td>
<td>kWh</td>
<td>1.67</td>
<td>1.87</td>
<td></td>
<td>4.34%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Packaging</td>
<td>Paper carton</td>
<td>0.9</td>
<td>kg</td>
<td>0.66</td>
<td>0.594</td>
<td>1.38%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Plastic wrapping</td>
<td>0.22</td>
<td>kg</td>
<td>0.34</td>
<td>0.0748</td>
<td>0.17%</td>
</tr>
<tr>
<td>6-GR</td>
<td>Cement (unit=150 kg)</td>
<td>Direct Materials</td>
<td>Chemicals</td>
<td>5.0</td>
<td>L</td>
<td>0.78</td>
<td>195</td>
<td>71.85%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fuels</td>
<td>0.23</td>
<td>L</td>
<td>1.45</td>
<td>16.675</td>
<td></td>
<td>6.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Filtration</td>
<td>156</td>
<td>kWh</td>
<td>1.23</td>
<td>9.594</td>
<td></td>
<td>3.53%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Water</td>
<td>187</td>
<td>L</td>
<td>0.67</td>
<td>6.265</td>
<td></td>
<td>2.31%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electricity</td>
<td>40</td>
<td>kWh</td>
<td>1.12</td>
<td>2.240</td>
<td></td>
<td>0.83%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Packaging</td>
<td>Fuel</td>
<td>0.23</td>
<td>L</td>
<td>1.45</td>
<td>16.675</td>
<td>6.14%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Wrapping</td>
<td>0.28</td>
<td>kg</td>
<td>0.89</td>
<td>12.282</td>
<td>4.53%</td>
</tr>
</tbody>
</table>
## Table 5: Data for Italian case studies

<table>
<thead>
<tr>
<th>Company country code</th>
<th>Analysed product (unit of analysis)</th>
<th>Input type</th>
<th>Input</th>
<th>Quantity</th>
<th>Unit</th>
<th>GHG Intensity (kg CO2eq/unit)</th>
<th>Total emissions</th>
<th>Proportion of emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Direct Materials</td>
<td>Almonds</td>
<td>0.18</td>
<td>kg</td>
<td>0.88</td>
<td>0.15840</td>
<td>4.27%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Dark liquid chocolate</td>
<td>0.15</td>
<td>kg</td>
<td>2.10</td>
<td>0.31500</td>
<td>8.49%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>White liquid chocolate</td>
<td>0.45</td>
<td>kg</td>
<td>4.10</td>
<td>1.84500</td>
<td>49.73%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Packaging</td>
<td>Sugar</td>
<td>0.20</td>
<td>kg</td>
<td>0.51</td>
<td>0.10200</td>
<td>2.75%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Electricity</td>
<td>0.4633</td>
<td>kWh</td>
<td>0.64168</td>
<td>0.29733</td>
<td>8.01%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Small Package</td>
<td>0.05</td>
<td>kg</td>
<td>0.9404</td>
<td>0.04702</td>
<td>1.27%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boxboard</td>
<td>0.70</td>
<td>kg</td>
<td>0.9404</td>
<td>0.65828</td>
<td>17.74%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Almonds</td>
<td>0.2972</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.031500</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Liquid chocolate (dark and white)</td>
<td>0.2022</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.05213</td>
<td>1.41%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Logistics</td>
<td>Sugar</td>
<td>0.1208</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.03115</td>
<td>0.84%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Electricity</td>
<td>3.62</td>
<td>kWh</td>
<td>0.64168</td>
<td>2.32882</td>
<td>3.54%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Wooden rods</td>
<td>0.0048</td>
<td>m3</td>
<td>58.48</td>
<td>0.28304</td>
<td>0.37%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boxboard</td>
<td>1.15</td>
<td>kg</td>
<td>0.9404</td>
<td>1.08146</td>
<td>1.40%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Zinc coating sheet Transp.</td>
<td>10.62</td>
<td>tkm</td>
<td>0.25783</td>
<td>2.73815</td>
<td>3.54%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Wire netting Transp.</td>
<td>0.0192</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.00495</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Screws Transp.</td>
<td>0.0019</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.00051</td>
<td>0.00%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Wooden rod Transp.</td>
<td>0.59</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.15212</td>
<td>0.20%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Boxboard Transp.</td>
<td>0.029</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.00748</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Final product</td>
<td>2.003</td>
<td>tkm</td>
<td>0.25783</td>
<td>0.51643</td>
<td>0.67%</td>
</tr>
</tbody>
</table>

Source: Own study based on the research results.

### 5. Discussion of results and conclusions

The methodology used brings significant benefits for its users. Primarily, it promotes green thinking, raises awareness of all CO2 hotspots across the supply chain and provides potential low carbon intervention solutions. It also assists managers when designing low carbon supply chains and building transparent B2B relationships. Finally, it helps to understand the impact of interventions on the supply chain’s three bottom line KPIs (Koh et al., 2011).

In the case of Polish companies, three categories of input type were identified: direct materials, utilities and logistics. For the analysed supply chains, the biggest emission is related to direct materials: polystyrene (62.48%) and aluminium frames (99.19%). These materials determine the quality of the final products and are difficult to substitute. The manufacturing process of brick requires steam, which is also a significant CO2 hotspot (22.80%).
In the United Kingdom, in the case of all analysed companies, the highest shares of emissions could be observed within direct inputs: unprocessed steel (44.40%) and polyester (51.16%). However, some significant emissions could also be observed in relation to utilities, especially electricity (18.67%).

In the case of the first Greek company, the biggest emission was related to electricity usage (87.00%). In this case, the emission was the result of energy demand for processing.

In the case of Italy, again, in all analysed companies, direct materials were the most substantial CO2 hotspots. Relatively high emissions appeared in the process of packaging (the first company) and zinc-coating pieces (the second company).

The following conclusions can be reached from the case studies. First of all, the highest emissions were related mostly with direct inputs, especially those that have been highly processed within the in-bound supply chain or require extensive processing. The difficulty of the situation lies in the fact that, in most cases, the key hotspot concerns the material determining the competitiveness of the product. Therefore, if it is not possible to replace the key material, companies should instead concentrate on improving the acquisition and production processes in the context of CO2 reduction. They should also make a simulation in which this material is excluded from the analysis. Then, in a more accurate way, the next most harmful supply chain hotspot will emerge.

Some manufacturers noted substantial emissions from utilities (electricity) or the specific processes (zinc coating). The reason for this was either high energy demanding production processes or old infrastructure that failed to meet current energy consumption standards. The location of the enterprises was not relevant for the degree of emissions. In addition, in the presented case studies, logistics (transport) was not a major source of emissions, which usually is a CO2 hotspot. In this case, the main source of emission was the result of the manufacturing process, regardless of the type of commodity produced.

Enterprises should improve the energy efficiency of performed processes through investing in more energy efficient infrastructure (should the current one be substandard), taking joint actions leading to energy efficient operations in the supply chain, e.g. involving suppliers in the product design, conducting supplier development programs, leading open innovations – both product and process (developing new solutions with logistics’ providers or clients for example) or/and implementing the ISO 50001 management system covering energy efficiency.

It should be emphasized that both the applied research methodology and the obtained results have limitations. Mainly due to narrow research sample, it is impossible to formulate universal conclusions and full comparative analysis of the identified CO2 hotspots is impossible. Therefore, the paper should be treated as a pilot study and wider analyses are required in order to collect more comprehensive data.
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Abstract

The aim of this article is to generalize the principal trends in the practice of ECJ in matters of EU geographical indications and identify cases where a judgment of ECJ had a direct effect for the amendment of regulations, which regulate the use and protection of geographical indications at the European level. The article is based on analysis of relatively recent judgments in Feta and Budweiser and aims to derive and formulate the main evaluation criteria and method of interpretation performed by ECJ in matters of geographical indications for agricultural products and foodstuffs.
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1. Introduction

The European Union currently provides protection of geographical indications of agricultural products and food for several reasons: increasing food quality, protection of traditional manufacturing, consumer protection, protection of domestic (i.e. EU) agriculture and rural sustainability. The agriculture policy directly intertwined with the consumer protection policy in this topic and the protection of geographical indications appears to be a means of changes to the common agricultural policy focusing on food quality, rather than quantity.

* Art. 13 and 39 TFEU
Food safety is already mentioned in the Treaty establishing the European Community (hereinafter referred to as TEC)\(^9\) and the implementation of the reform of food law, simplify, unify and streamline requirements fragmented into a number of sub-regulations should lead to ensure consumer protection and avoid creating obstacles to free trade. Food quality and safety is a constant theme of the common agricultural policy. These basic requirements of the market also access other social demands, such as animal welfare, climate change, food security and affordability, sustainability, territorial development of regions, fairness of salaries of employees in rural areas, motivating young people to remain in the country and continue agricultural activities, support for traditional specialties like.\(^10\)

One of the tools to fulfil these requirements is to protect the names of food and agricultural products, wines and spirits, which are connected with the place of their production and know-how of its producers. To create such a tool, the EU made specific systems for protecting geographical indications, which guarantee consumers the quality of the place of production or farming methods. Compliance with the rules of these protective systems is controlled by either state or private certification bodies.

According to DG Agriculture statistics, outside wines, there were 1 169 products registered as Protected Designation of Origin (PDO) or Protected Geographical Indication (PGI) in the EU at the end of 2014. The great majority of them (92%) are represented by agricultural products intended for human consumption, almost equally distributed between PDO and PGI. The Member State with the highest number of protected products is Italy (with a total of 262 PDO+PGI products), followed by France (with 216 products) and by other Southern European countries (Spain 174, Portugal 124 and Greece 101) and Germany (with 78 products). The market for GI products is significant, especially in the United States, Europe and more affluent countries, with the estimated value €54.3 billion worldwide, and they represent 15% of total European food and drinks exports. 60% of sales of European GI products took place in the country where these products originate, while 20% took place in other EU countries and a further 20% were exported outside of the EU (Chever T., Renault C., Renault S., Romieu V. (2012). The geographical indication is a type of property that has to be taken into account while appraising the value of an enterprise on the financial / capital market – the process of gathering the information on the capital market by the enterprise and its transition to a supervision agency has been described by (Kyncl, 2015)

2. Material and Methods

The analysis is based on the accessible case law about the geographical indications decided by CJEU. The database of the European Commission DOOR and Bacchus were also used. These databases are open sourced. To reach the goal of the article, there were selected two cases that are significant for the analysis, namely case Feta and Budweiser on which the changes of the perception and interpretation of the secondary law are described. In the methodological procedures, the standard methods of research work were used, such as the analysis and synthesis of the case law.

---

\(^9\) Art. 153 TEC

3. The concept of Geographical Indications

Concept of all intellectual property rights is based on the exclusive rights of a single holder, but the concept of geographical indications is based on a completely different principle which is the possibility that any producer who placed their production in a particular geographic location, could label its products with responding GIs, if it complies with certain pre-established rules.\(^{11}\) Thus, there is no single holder of exclusive rights to GIs (Philips, J. 2006).

It can be concluded that the rights to GIs are actually a kind of collective or group rights of intellectual property, but it is practically possible that there exist a sole producer – the applicant for the grant of rights to geographical indications, who only produces a product that can be marked. Practically it happens that due to historical, social and economic circumstances and developments, geographical indication has only one or two holders. An example from the Czech Republic is „Budweiser Budvar“ registered geographical indication, of which the sole holder is the Budweiser Budvar NC, however, the holder of geographical indication „Budweiser“ is also the second brewery based in Budějovice\(^{12}\), and in 2003 the Protected Geographical designation “BUDWEIS BEER” was registered by the European Commission.

The national systems of protection of geographical indications coexists with the system of protection on EU level, which means that even if the geographical indication is not protected at EU level, it enjoys the protection at the national level and it is a task especially of the Court of Justice of the European Union (CJEU) decisions to regulate the balance between the requirement of free movement of goods and the protection of intellectual property rights.

The conclusions formulated by the case law of the CJEU are very important for EU Member States, including the question of whether they should maintain and develop their national systems of protection of geographical indications. The European case law shows that the EU does not intend to replace national laws regulating GIs in Member States by its legislation. However, as stated in the opinion of the CJEU in Case Gorgonzola\(^{13}\) as soon as a geographical indication is registered at European level in the Commission register its protection at the national level must end (with the exception of temporary national protection). The existence of national systems of protection for geographical indications, however, remains justified since the EU system of protection does not apply to GIs for non-agricultural products and not on all food and agricultural products, only to those that meet specific conditions. The bearer of a geographical indication of a Member State may also choose to retain only national protection because it exports goods thus referred only to non-EU markets or is unwilling to bear the cost of registering at a European level, because its products have only local significance.

---

\(^{11}\) In the case of geographical indications for food in European law, the rules are set out in the so-called Product specification

\(^{12}\) IPO Online Database of Czech designations of origin and geographical indications, Available online at http://isdv.upv.cz/portal/pls/portal/portlets.ops.det?popk=66&plang=cs&s_naz=&s_maj=&s_prv=&s_uze=&s_vyr=pivo&s_spc=, cited March 22, 2017

\(^{13}\) Case C-87/97 Consorzio per la Tutela del Formaggio Gorgonzola v Käserei Champignon Hofmeister GmbH&Co. KG and Eduard Bracharz GmbH [1999], paragraph 18, available from http://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A61997CJ0087
4. Generic geographical indications and decisions Feta

The process of genericization of GIs describes the situation where the consumer is gradually changing the perception of the designation which then becomes a general name for product or service (generic name). This process takes place over an extended period of time and is caused by inactivity of the designations’ holder to geographical indication or their associations.

Designation’s holder to GIs should consistently pay attention to the protection of its geographical indications being genericized, to be aware of its use in a general sense – eg. in the media, among the competitors, in dictionaries. If the designation’s holder fails, it may lead to the degradation of the perception of the geographical indication in the minds of consumers who begin to perceive that sign as a generic name for a certain type of goods or services. It can happen only in a particular country or several countries simultaneously or only in a separate region. The conversion process of geographical indications to the generic name is defined in several judgments of the CJEU – Feta cheese.14

Detailed characterization of the decision-making process of the CJEU in the case of Feta II will be analysed here, not only because of the illustrations of the conditions of genericization of the geographical indications, but also to describe the long process of recovery (“claw back”) of the geographical indication “Feta”, that was carried by the Greek government and the European Commission.

In 1994, Greece has requested pursuant to Council Regulation (EEC) No 2081/92 on the registration of the name “Feta” as a designation of origin, the European Commission approved its request in Regulation (EC) no. 1107/96.

By judgment of 16 March 1999 in Denmark and Others v. Commission C-289/96 and C-293/96 and C-299/96 (collectively called Feta I), the ECJ annulled the authorization of the above mentioned Regulation registering “Feta” as a protected designation of origin arguing that registering the name disregarded the fact that the name (Feta) is also used for a long period in some other Member States. Furthermore, European Commission did not taken due account of all the factors to be taken into account when considering whether Feta is a generic name.

Following that judgment the European Commission erased Feta from the register of protected designations of origin and protected geographical indications, however the Commission subsequently sent a questionnaire to Member States concerning the production and consumption of cheeses known as feta, and how well known that name was amongst consumers in each Member State. Information obtained on the basis of a questionnaire, were submitted to the Scientific Committee and on April 24, 2001 there was issued an opinion that the name feta is a generic name. On October 14, 2002, the Commission adopted the contested regulation and Feta was once again registered as a protected designation of origin. The justification contained in this Regulation is used by the ECJ in its judgments.

In 2002, however, Germany and Denmark sued the European Commission and the ECJ then in 2005 ruled in Joined Cases C- 465/02 (the plaintiff Germany) and C- 466/02 (the plaintiff Denmark), known collectively as Feta II. Intereners on the side of the plaintiffs were France and the United Kingdom, the defendant Commission was supported by the Hellenic Republic as intervener.

14 Joined cases C-465/02 and C-466/02 Federal Republic of Germany (C-465/02) and the Kingdom of Denmark (C-466/02) v. Commission of the European Communities [2005] ECR I-09115 – Feta I, available from http://curia.europa.eu/juris/liste.jsf?language=en&num=C-465/02#
The ECJ had to deal with the claim of Germany and Denmark, where Germany claimed that the word “Feta” comes from Italian, it means a slice and it was adopted in the Greek language in the 17th century and the name “Feta” is used throughout the Balkans and the Middle East to refer to a cheese in brining and further argued by a non-geographical nature of the word feta. Germany finally claimed that the quality and characteristics of feta are not essentially or exclusively connected to the geographical environment, and even there is no link between the geographical area of production and the geographical area of preparation. Denmark pointed out that the geographical area defined by the Greek Government (mainland Greece and the department of Lesbos) covers almost the whole of Greece, and the Greek government did not bring any argument to justify, how the excluded regions differ to the rest of the regions. Intervener France also stated that due to subsidies from the European Community French cheese producers have managed to adapt traditional methods to industrial production and these dairies produce between 10 thousand and 12 thousand tonnes of feta cheese per year.

The ECJ stated that the name “Feta” is a traditional non-geographical indications within the meaning of Regulation (EEC) No 2081/92 and shall indicate the product or a foodstuff “originating in a region or a specific place”, further the regulation requires that the quality or characteristics of the agricultural product or foodstuff were predominantly or exclusively connected to the geographical features that include natural and human factors, and the production, processing and preparation of that product take place in the defined geographical area. That area of origin must present homogenous natural factors which distinguish it from the neighbouring areas.

To verify these facts, the ECJ analysed the Greek legislation, namely the Greek Ministerial Decree no. 313025 of 11st January 1994 recognizing the protected designation of origin “Feta” which stated that the name “Feta” is recognized as a protected designation of origin for white cheese soaked in brine traditionally produced in Greece from sheep’s milk or a mixture of sheep’s milk and goats’ milk. The decree defines the geographic area as the only mainland Greece and the department of Lesbos, excluding the island of Crete and other Greek archipelagos, namely the Sporades, the Cyclades, Dodecanese and the Ionian Islands. Territories excluded from the geographical area cannot be considered marginal, therefore areas designated for the production of feta does not cover the entire territory of Greece.

Furthermore, the ECJ examined whether the given area has homogenous natural features which distinguish it from the neighbouring areas. The ECJ used the above mentioned Greek Decree, which defines the geographical area, especially in relation to the geomorphological conditions, namely the mainly mountainous and sub montane character of the area in relation to climatic conditions, namely mild winters, warm summers and long periods of sunshine as well in relation to botanical terms, namely the typical flora of the Balkan Highlands. On this basis, the ECJ held that the area has homogenous natural conditions and that it was not artificially defined.

Finally, the ECJ also comment at the last plea ie. that “Feta” is a generic name. It stated that “in determining whether a name is generic or not, all factors must be taken into consideration, in particular, the existing situation in the Member State in which the name originates and in areas of consumption, the existing situation in other Member States, and also the relevant national or Community laws.

---

15 Sec. 43 of the judgment C-465/02 and C-466/02
16 Sec. 48-50 of the judgment C-465/02 and C-466/02
17 Sec. 54 of the judgment C-465/02 and C-466/02
18 Sec. 57 of the judgment C-465/02 and C-466/02
“According to the information sent by the Member States, those cheeses actually bearing the name “Feta” on Community territory generally make explicit or implicit reference to Greek territory, culture or tradition, even when produced in Member States other than Greece, by adding text or drawings with a marked Greek connotation. The link between the name “Feta” and Greece is thus deliberately suggested and sought as part of a sales strategy that capitalises on the reputation of the original product, and this creates a real risk of consumer confusion.”

The Commission admitted that feta is produced in Member States other than Greece, namely Denmark (production started in the 30s of the 20th century using cow’s milk, according to non-traditional methods), Germany (from 1972) and France (from 1931), in addition thus made cheese was even legally imported into Greece, at least until 1988, when Greece by the Ministerial Decree no. 2109/88 established the definition of the geographical area of production based on traditional methods, and in 1994 already aforementioned Greek Ministerial Decree further codified all the rules applicable to feta cheese. This legislation created a new situation in which the production of cheese using cow’s milk and non-traditional methods can no longer lead to genericization of the name Feta. Production of the cheese remained concentrated in Greece and more than 85% of the annual consumption of feta per capita in the European Community takes place in Greece. Based on these facts, the ECJ held that the name “Feta” is not generic and dismissed the action of plaintiffs at this point.

5. The case Budweiser

Another significant case law of the CJEU regarding geographical indications, pays particular attention to the interpretation of the secondary legislation and finding a balance between the European system of direct protection and national protection systems (von Kapff 2011) and indicates that examination of the relationship between the systems of the protection of geographical indications and protection at the national level is of a certain importance because it suggests the limits of national legislation regulating the Member States’ legislation GIs and responsibilities of the Member States relating to the protection of registered GIs in their jurisdiction.

The system of protection for geographical indications in the EU (ie. a system sui generis) consists of four regulations, which should not be transposed into national law, nor would they be covered by a separate national legislation. These are the four regulations regulating the protection of geographical indications for food and agricultural products, spirits, wines and aromatized wines.

The question arises whether the system sui generis EU applies only to GIs registered at EU level, ie. in the register kept by the European Commission, or even to the GIs for food and agricultural products that are not registered at the EU level. Another question is whether there is a complementarity of European regulations with the regulations existing at national level in Member States.

Unfortunately, the actual texts of the four above-mentioned regulations do not provide a clear interpretation that would answer the above questions. The answer to these questions can be found in the decisions of the CJEU. The CJEU commented these issues in

19 Sec. 21 of the judgment C-465/02 and C-466/02
20 Sec. 78 of the judgment C-465/02 and C-466/02
21 The DOOR database is available online at http://ec.europa.eu/agriculture/quality/door/list.html?locale=en
the decision Budweiser I\textsuperscript{22} and especially in the Budweiser II\textsuperscript{23}, which also completed a long-standing debate about the use of the trademark "Bud" for beer. This decision is crucial for determining the availability of national protection in case of a geographical indication which was not registered at the EU level. The decision also represents a milestone in interpreting the boundaries of sui generis system of protection of GIs.

The proceedings before the CJEU in case of Budweiser II in 2007 was triggered by a request for a preliminary ruling submitted by the Austrian Handelsgericht Wien in a dispute between Budweiser Budvar, National Corporation (Czech Republic), and Rudolf Ammersin GmbH, a firm established in Vienna (Austria), which operated in distribution of beverages. The company Budweiser Budvar requested that Ammersin would be forbidden to market a beer bearing the mark ‘American Bud’, produced by the brewery Anheuser-Busch Inc. (United States), on the grounds that, on the basis of bilateral agreements between the Czech Republic and Austria the usage of the name ‘Bud’ in Austria is reserved for beer produced in the Czech Republic.

The most important task for the court was to clarify the issues of maintaining the national protection of geographical indications “Bud” as well as protection of the designation bilaterally extended to the territory of another EU Member State (Austria), namely whether the Regulation No. 510/2006\textsuperscript{24} has exclusive effect and the simultaneous (national) protection of GIs falling within its material scope cannot therefore be applied.

The CJEU dealt with two sets of questions, each concerned a different situation depending on how the designation ‘Bud’ in the Czech Republic is protected. The first set of questions hypothesized that this designation is protected in the Czech Republic as a "mere" simple and indirect indication of geographical origin, ie. as an indication of the product, which characteristics are not directly linked to the specific geographical origin. In accordance with the statement of the Czech Republic, the CJEU stated that such designations may be protected in the Member State of origin and also in other Member States based on Article 30 of the TEC\textsuperscript{25}, although they do not precisely state the geographic name of a place. It is sufficient if the designation is capable of informing the consumer in the Member State of origin, so that the designated product (beer) comes from a particular place, and if that name in the Member State of origin is not already generic. It is not important whether the designation in the Member State of origin is used by a single or multiple businesses. It is up to the national court, pursuant to its domestic law, to choose the appropriate evidence to determine whether those conditions are met (eg. Survey taken among consumers in the Czech Republic).

In the second set of questions to the CJEU assumed that the designation 'Bud' in the Czech Republic as a protected designation of the product for which it is given a link between their characteristics and their geographic origin. Respective to this question, the CJEU stated that the protection of geographical indications set by the Council Regulation (EC) No. 510/2006\textsuperscript{26}, is exclusive and precludes a national law protecting such geographical indications, as well as bilateral extension of this protection to another Member State. The CJEU relied this conclusion on the arguments concerning the functioning of the internal market, particularly to the efforts to ensure the quality of the designated food and agricultural products, which could be compromised if it were maintained national system.

\textsuperscript{22} Case C-216/01 Budweiser Budvar National Corporation v Rudolf Ammersin GmbH 2003
\textsuperscript{23} Case C-478/07 Budweiser Budvar National Corporation v Rudolf Ammersin GmbH, ECR 2009 I-07721
\textsuperscript{25} Article 30 of the EC Treaty protects industrial and commercial property
\textsuperscript{26} Ibid 34
of protection of those designations, which could operate under less stringent conditions than European protection system.\textsuperscript{27}

Decision on Budweiser II is remarkable from several points of view. Before this decision the prevailing general opinion that those GIs unregistered at EU level, but only at national level are not subject to the relevant European regulations and are therefore protected only at national level. The experts had different opinions on whether the European system of direct protection for geographical indications has exclusive effect, ie. the geographical indications registered in the EU precludes national protection or not, ie. both systems can operate in parallel.\textsuperscript{28} ECJ in its decision Budweiser II used its conclusions in case Budweiser I but admit that the first decision was taken in a different legal situation. The court stated that the designation “Bud” is registered with WIPO as qualified designations of origin under the Lisbon Agreement since 1975 ie. it falls within the scope of Regulation No. 510/2006\textsuperscript{29}, effective from 31st March 2006. The Court also stated that the decision Budweiser I was adopted before the date of accession of the Czech Republic into the EU and that Austria is not a signatory to the Lisbon Agreement. The CJEU concluded that the designation “Bud” was not registered under the Regulation No. 510/2006 or under the transitional provisions on access.\textsuperscript{30} Only designations “Budweiser beer”, “Českobudějovické beer” and ”Budweiser měšťanský” were registered.

Furthermore, the ECJ considered the question of the exclusive nature of Regulation No. 510/2006, which would preclude the application of national protection, including protection under bilateral international treaties. The court noted that the preamble to the Regulation No. 510/2006, as well as its predecessor Regulation No. 2081/92 emphasize a unified approach to the protection of geographical indications and also the principles of the common agricultural policy. If there would maintain the protection of geographical indications at the national level, thus designated foodstuffs would meet less stringent requirements than required by Regulation No. 510/2006. There would then be risk that ... “quality, which constitutes the essential function of rights conferred pursuant to Regulation No 510/2006, could not be guaranteed. That also carries the risk, in the internal market, of jeopardising the aim of fair competition between producers of products bearing those indications or symbols and, in particular, would be liable to harm rights which ought to be reserved for producers who have made a genuine effort to improve quality in order to be able to use a geographical indication registered under that regulation.”\textsuperscript{31} As the Advocate General stated in his opinion, since no directive has been adopted in tandem, harmonising any national systems. Had the intention been for those to remain in force, notwithstanding that ‘uniformity’, there would have been a harmonisation, as there was with trademarks.”\textsuperscript{32} CJEU emphasized that the aim of the Regulation No. 510/2006 is not to be an additional system of protection to the national rules, like that of the trademarks, but to provide a uniform system of protection that will be for these indications exhaustive.\textsuperscript{33}

\textsuperscript{27} Information on the case C-478/07, available at https://isap.vlada.cz/dul/judesd.nsf/63a0a9f051709984c1257ad3002d875f?75ad64f365d72093c125779700475e0?OpenDocument, accessed on 10th January 2018


\textsuperscript{29} Ibid 34

\textsuperscript{30} See Sec. 104 of the judgment in Case C-478/07

\textsuperscript{31} Sec. 112 of the judgment in Case C-478/07

\textsuperscript{32} Ibid 38, para 111

\textsuperscript{33} Sec. 114 of the judgment in Case C-478/07
Furthermore, the CJEU stated that the system for registering geographical indications at the European level differs from other systems of registration of other industrial property rights, as it is based on powers shared between the Member State concerned and the Commission, since the decision to register a designation may be taken by the Commission only if the Member State concerned has submitted to it an application for that purpose and such an application may be made only if the Member State has checked that it is justified. National procedure forms an essential part of the decision-making process at EU level.

Art. 17 of the Regulation No. 2081/92 introduced a so-called Simplified registration procedure for national designations legally protected in the Member State which sought their registration. If an application is registered through this system within six months, the national protection is maintained during the transitional period of five years. This special scheme was subsequently canceled and the Commission laid down new transitional provisions regarding the protection of geographical indications existing in the ten acceding countries by the Regulation No. 918/2004. These transitional provisions are particularly relevant for the decision Budweiser II, since the name "Bud" existed at that time in Czech Republic as a geographical indication. Regulation no. 918/2004 provided that the national protection of geographical indications can be maintained if the application for registration is submitted to the Commission within six months and it will last until a final decision by the Commission. However, the Czech authorities did not take advantage of this simplified procedure in the case of the designation "Bud", therefore, the national protection was not allowed. In this respect, the CJEU concluded that the protection scheme under Community law has exhaustive (exclusive) character, so that the application of national law and bilateral agreements are excluded.

6. Conclusion

The two above presented cases forms an important part of the law on protection of the geographical indications. The impact on the interpretation of the secondary law is unexceptionable and it lead to changes in the secondary law and had a big impact on the national level protection.

In the case Feta, the CJEU interpreted the way of genericization of the designations and describe the most important features of PDO and PGI with the needs for thorough examination of the application.

The CJEU decision in the case Budweiser shows that the court did not argue with precise interpretation of specific provisions of the Regulation No. 510/2006 (now replaced by Regulation on quality schemes), but rather considers the risks that would result in the opposite solution, ie. if this regulation was not exclusive in nature. The CJEU somewhat illogically argued that Member States would not be able to ensure the quality of the designated goods while maintaining the national protection of geographical indications,

---

34 Sec. 116 of the judgment in Case C-478/07
on the other hand, the Member States at national level provide protection for geographical indications registered by the European Commission under Regulation No. 510/2006 (Mantrov 2014). It should be noted that the protection of geographical indications at the national level is not harmonized by European directives, so that national systems of protection of geographical indications of individual Member States is really different.

Despite the fact that this decision concerns the interpretation of Regulation No. 510/2006, conclusions can be made here on the interpretation of other regulations regulating GIs at European level, ie. The Regulation on the common organisation of the market in wine, the Regulation on spirit drinks and Regulation on aromatized wines (Mantrov 2014). It can be concluded that the main considerations for the ECJ decision on Budweiser II were rather political nature rather than the legal (Gragnani 2012).

Some EU Member States, eg. Denmark, Sweden and Finland have a GI protection through the regulation of unfair competition, others such as Germany, Latvia, Lithuania have a sui generis protection of geographical indications. However, exclusive nature of regulation has a direct impact on countries such as Estonia, Bulgaria, Romania, the Czech Republic, Slovakia, Poland, Croatia, Portugal, Slovenia, Hungary, which have an established system of registration of GIs with their national authorities.

It can be concluded that the European law on GIs differs from other areas of intellectual property rights in the EU where the European and national legal regulations coexist with the national legislation of each Member State being sufficiently harmonized through the implementation of European directives. The hallmark of fragmentation and disunity prevails on the protection of GIs on the contrary and the possibility of registering geographical indications as collective mark.

After the decision Budweiser II the exclusive nature of European protection of geographical indications is clear and national protection cannot be provided. This state obviously undermines the unified system of intellectual property protection in the EU.
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The importance of CSR for recruiting skilled workers in the German healthcare system
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Abstract

Recent studies show that there is an acute shortage of skilled workers in almost every industry in Germany. Especially in the German health care sector, more and more companies are looking for specialists and managers. Another special aspect is that the market players in the German health care system are very heterogeneous. From large companies with several thousand employees such as clinic groups, such as Helios or Asklepios to small family businesses, the competition for qualified employees is in full swing. In the coming years, the shortage of skilled workers in nursing care will become a constant companion for companies. As a result, the cost of recruiting new employees will continue to rise. Large companies particularly invest in marketing and the promotion of young talent in order to present themselves as an attractive employer. Small companies do not usually have these financial resources at their disposal, and it is becoming increasingly important for them to present themselves as an attractive employer. The conduct of the company’s management towards customers, employees and society shapes the corporate culture. Corporate social responsibility (CSR) can also be part of this corporate culture.

So how can small and medium-sized enterprises (SMEs) present themselves as attractive employers in the health care sector and retain their sought-after employees in the long term? On the one hand, SMEs especially cannot risk having top performers drift away and thus lose know-how, while on the other hand recruiting and retaining employees becomes a challenge for SMEs.

The impact of Corporate Social Responsibility (CSR) on healthcare workers has not been explored to date. The aim of this paper is to show, by means of a study, that potential employees feel addressed by a credible strategy of CSR in companies.

Keywords: SME, CSR, Recruiting
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1. Introduction

More than any other issue, the shortage of skilled workers is determining the current labour market, economic policy, and societal debate in Germany, and calls for reflection on the future of Germany as a leading global economy (Bertelsmann Foundation, 2017). Exactly how large this shortage of skilled workers and the possible consequences and measures for business and society is a subject of controversial debate.

1.1. Skilled Workers

The term skilled worker is defined in Germany by “level of qualifications” required in the 2010 Occupational Classification Code (KldB 2010) (German Federal Employment Agency, 2017). In this system, skilled workers are assigned a level 2 because the requirements for this kind of work are much more complex and/or have a more technical orientation compared to lower-level assistant and semi-skilled occupations. This means that a skilled worker requires well-founded technical knowledge and skills that ensure the proper performance of these occupations. Such qualifications are generally only obtained with two to three years of vocational training (German Federal Employment Agency, 2017).

1.2. Shortage of skilled workers

According to a 2017 study by Ernst & Young, (Barth & Englisch, 2017) there is particular demand for skilled workers in the areas of production (50 percent) and sales/customer service (25 percent). Technical occupations in the so-called “MINT” areas (mathematics, computer science, sciences and technology) along with many occupations in the nursing care and healthcare system are especially affected. The shortage in the healthcare professions applies to positions requiring university degrees and those that do not. This trend will continue in 2018. In the recent study of two thousand SMEs completed by Ernst & Young in November/December 2017, SMEs in every industry currently consider the shortage of skilled workers to be the biggest threat to their own companies (Marbler, 2018).

The potential shortage of skilled workers covers the entire range of activities, specialist fields, and occupations. The largest bottlenecks are occurring in the service sector (60%, especially health and care work), but also in the manufacturing sector (manufacturing and research and development) (Ehrentraut, 2015).

1.3. The Healthcare Market

According to the latest survey, at the end of 2015 about 5.5 million people were employed in the German healthcare system, representing one in every seven German jobs. Of these, 77% worked in outpatient and in semi-inpatient/inpatient facilities (Statistisches Bundesamt, 2017). The methodological starting point for demarcating healthcare personnel is the OECD’s definition of healthcare, which is also the starting point for calculating healthcare expenditure and medical expenses (James, et al., 2017). The care sector employs around 1.1 million people. Of these, 730,000 are in inpatient care and 355,600 in outpatient facilities. They provide care to about 2.9 million people (Statistisches Bundesamt, 2017).
1.4. Demographic change

Another factor is the consequences of demographic change. Even just taking into account this subject alone, recent studies indicate that bottlenecks in the labour market are likely to worsen in the next few years especially as the German baby boomer generations, i.e. those born in the 1950s and 60s begin to retire (Ehrentraut, 2015). Two opposing tendencies are coming to a head, particularly in the German care sector. On the one hand, the number of people in need of care will continue to rise over the next few years, (Bundesministerium für Gesundheit, 2016) while on the other hand those currently providing baby boomers with care will also be retiring over the next few years (Statistisches Bundesamt, 2017). As a result of this development, healthcare SMEs in particular are challenged with developing new strategies to retain and/or recruit employees. Small and medium-sized enterprises only have limited financial resources at their disposal (Schäfer, 2011).

1.5. CSR

This paper was based on the partial results of a Delphi study within the framework of a dissertation on the importance of corporate social responsibility (CSR) in small and medium-sized enterprises (SMEs) in the German healthcare system. It provides suggestions for dealing with urgent future issues and develops strategies for future personnel work in companies.

Therefore, the question should be clarified as to what the author understands by CSR. There is no standard definition of the term "CSR" within academia (Nemitz, 2014), but there is a common ground for the basic ideas of the varying definitions. CSR is envisioned as a concept that addresses the effects of entrepreneurial activities on the environment and society, thereby deriving how the future should be responsibly developed. CSR thus has the goal of connecting enterprises with society in a constructive manner (Hofielen, 2017). Since the late 1990s, the social aspect of corporate responsibility has come to be treated as of equal importance to commercial and environmental objectives (Hardtke & Kleinfeld, 2010). It provides the canon of values for the company or for the entrepreneur in the case of SMEs (Hardtke & Kleinfeld, 2010) (Schäfer, 2011).

2. Methodology and data

This paper was developed on the basis of an intensive literature analysis and Internet research as a basis for his Delphi study on the topic: the importance of CSR for SMEs in the health care sector. Partial aspects could be the attractiveness, customer loyalty or social standing of a CSR in order to strengthen the attractiveness of the employer. The Delphi method was chosen because it is a systematic, multistage survey procedure with feedback and adaptations that is able to assess future events, trends, social developments and the like in less explored or new areas as well as possible. The Ryota Ona described this method as the cornerstone of futurology (Häder, 2013).

According to (Kreuzhof, Nicolai, & Heybrock, 2016), the following 9 levels describe the typical features of a classic Delphi study design:

- 1st Literature survey: After an extensive Internet and literature analysis, research was conducted into the current state of research and knowledge be-
between CSR and Long-Term Care. Here it emerged that the effects and significance of CSR in care institutions have not yet been comprehensively researched.

- **2nd Question/Thesis:** Here, the first very open questions about the CRS were asked. Here, too, the importance of CSR in everyday nursing facility life was discussed.

- **3rd Interview of Experts:** in these interviews, quantitative and qualitative questions were discussed on the basis of an interview without final evaluation. This resulted in a questionnaire with 15 criteria

- **4th 1st Delphi:** a total of 50 people from the management and employees were surveyed here. These employees met the criteria of an expert a) by formal qualification: at least one advanced training within the last 3 years with at least 100 hours and b) by sufficient professional experience: at least 5 years of uninterrupted work in nursing.

- **5th Interim balance sheet:** After this 1st Delphi the final questions were worked out. Which meet the scientific criteria in terms of reliability, objectivity and validity.

- **6th Survey:** the questionnaire created for the research question will be presented in detail in the future dissertation, this also applies to the points:

- **2nd Delphi, 8th Comments / Review, 9th Conclusion**

![Figure 1: 9 Steps of Delphi](image)

After a first skilled worker survey, three fields of action were determined for further investigation.

- Firstly: What impact does CSR have on a company’s reputation?
- Secondly: What impact does this have on the attractiveness of employers? This will be discussed in more detail below.
- And thirdly: What strategies can support implementation of CSR for healthcare SMEs? This will be explained in the context of the dissertation.

Subsequent to this survey and in accordance with the 3-stage Delphi study interview of skilled workers, interviews were conducted with employees and owners/managing directors stemming from owner-managed SMEs.
In the first round, 50 participants were interviewed. Of these, interviews were conducted with 4 owners/managing directors, 6 middle management employees, and 40 skilled workers. A total of 25 questions were asked on the subject of employers and CSR. A Likert rating scale was used. This means that one only indirectly learns from a direct question whether the respondent agrees with or rejects a statement. In response to the criticism that this leads to interpretation problems, it can be argued that if the questions are reliably asked, this will also lead to valid results and is well suited to arriving at predictions as to the actual behaviour/opinion of respondents (Borg, 2003).

Results:
To the question: Are you familiar with the term corporate social responsibility (CSR)?

Answers:

<table>
<thead>
<tr>
<th></th>
<th>Administrator</th>
<th>Nursing Director</th>
<th>Nursing Experts</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td>In percent</td>
<td>50%</td>
<td>17%</td>
<td>0</td>
<td>6%</td>
</tr>
</tbody>
</table>

Figure 2: CSR definition

From this it can be deduced that the term has not yet become sufficiently established in Germany. When queried about certain keywords related to social responsibility, sustainability, and value creation in Germany, the picture is completely different.
It can be deduced from this that the subject of CSR has a large presence in companies, regardless of the definition. After a description of what should be understood by CSR, another subject area was addressed. This involved the personal behaviour of respondents. Question 2.1 dealt with private consumer behaviour as per the criteria of CSR (How important is it to you in your private decisions when purchasing products or services; how important is the selection according to the criteria of sustainability and social responsibility?). And Question 2.2 dealt with the willingness to pay a higher price for this (Would you be willing to pay a higher price for it?).

This shows a clear willingness to link one's consumer behaviour with responsibility to society as a whole. However, also evident is the difference between the employee and the management level. How these differences are related should be investigated further. It is only possible to make assumptions based on the data. Aspects to consider here are personal preferences, the level of education, and also the available income.
The next block of questions deals with the attractiveness of both employer selections. This concerned the importance of individual measures for selecting an employer.

3 Which CSR objectives does your company pursue and which priorities are important to you in your choice of employer?

3.1 Projects for employees to improve further education and training
3.2 Projects for employees to improve career opportunities
3.3 Programs for efficient use of resources.
3.4 Observance of social and ecological criteria when selecting products or external services.

Figure 5: Priorities

Responsible conduct combined with employee orientation. The focus of the SMEs surveyed is on the employees and their future, whereby environmental aspects tend to be of secondary importance.

The considerable importance with respect to their own or potential employees is reflected in the high level of encouragement, which is aimed at increasing personnel development. The promotion of training and further education in their own company and the establishment of exit opportunities are considered to be the most important factors for increased employer attractiveness. This is also consistent with the statements of preceding studies (Schäfer, 2011).

The last block of questions presented here explicitly deals with selecting an employer based on implemented CRS measures.

4 How important is your choice of employer to you:
4.1 whether the company has implemented CSR?
4.2 Will the company create new jobs?
4.3 whether the company offers extensive services?
4.4 Are there any measures to promote energy efficiency?
4.5 Are there any measures to reduce resource consumption?
4.6 Are there any measures to intensify recycling activities?
4.7 Will it create additional social benefits for employees?
Figure 6: Attractiveness criteria

Here, too, the focus is on personnel policy, but the responsible use of resources is also an important criterion of employer attractiveness across all groups. It is striking that at the skilled worker level, additional social benefits are valued higher for employees than for managers. This is also a reason to conduct further studies/surveys. Explanatory models to investigate may be the particular attractiveness of occupational pensions or supplementary health insurance benefits for older employees, and for younger employees additional contributions to the sports club or fitness centre. And finally, the German payroll tax system can increase the net salary of part-time employees or co-earners through tax-free benefits.

3. Results

As described, demographic change and the shortage of skilled workers are among the most important recruitment subjects for German SMEs (Ehrentraut, 2015) (Marbler, 2018), especially with regard to the German healthcare system (Ehrentraut, 2015). This not only has effects for society and the economy, but also has a serious impact on the future personnel policy of medium-sized enterprises in the healthcare sector. Against this background, they face the challenge of attracting suitable junior staff, and add to that competition with large companies or corporations such as clinics and medtech companies, which are also seeking skilled workers (Marbler, 2018). As described, the situation is being increasingly exacerbated by demographic trends. However, many SMEs underestimate the need for action and still lack the appropriate strategies to attract potential skilled workers (Bollessen, 2014). In the future, the competitiveness of companies will increasingly be defined by the availability of sufficiently qualified personnel. The personnel policy challenges consist of recruiting and retaining employees in the long term (German
Federal Employment Agency, 2016). Preserving the capacity to work until retirement is increasingly becoming the focus of considerations.

The majority of surveyed skilled workers in the first Delphi survey stated that their company’s societal commitment is largely derived from ethical considerations, its convictions, or the company’s tradition. SMEs are putting the canon of values characterising the “honourable merchant” into practice. Themes that relate to in-house process optimisation or the value chain were considered less important, and this result is also consistent with previous studies (Schäfer, 2011).

Successes especially in the field of “soft factors” are reported as a result of these entrepreneurial efforts in the area of societal engagement. According to the respondents, the societal engagement of their company significantly improves employee motivation and workplace atmosphere, thus enhancing the attractiveness of the company as an employer.

The evaluation of the survey leads to the conclusion that implementation of CSR can achieve a more positive external effect, such as an image improvement and thus an improved reputation. In addition to the pure personnel policy aspects, however, there should also be a further engagement with respect to resource consumption or to reduction of pollutant emissions. Implementation of CSR in practice is also relevant in this case.

4. Discussion and conclusions

Referring to the introductory question: How can small and medium-sized enterprises (SMEs) present themselves as attractive employers in the health care sector and retain their sought-after employees in the long term? Can it be postulated that these results show that even small companies can succeed in positioning themselves as an attractive employer in the labour market and in attracting skilled workers if, first of all, the company takes on social responsibility, secondly, invests sustainably in personnel development and ultimately operates in the market in an economically value-adding manner, in short, if CSR is not just a term but also means living entrepreneurship?

It is therefore important that measures such as corporate social and personnel policies are not taken in isolation, but within the framework of a long-term oriented corporate strategy, so CSR as part of the corporate culture is an important instrument of strategic employer marketing. Only then will the investment and implementation in CSR to increase the attractiveness of employers be sustainable and will also bring KMUS a verifiable economic advantage.
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Abstract

With growing digitization, not only in the financial markets, technical indicators are more accessible to more and more traders. In addition, the ever-shortening investment horizon often leads to a shift away from fundamental analysis and emphasizes the use of technical analysis. Currently, there is still discussion on the effectiveness of technical analysis in contrast to the validity of effective market theory. While practitioners compose, most trading systems just based on technical indicators and price action, the academic community is increasingly inclined to the theory of random asset development. The aim of the paper is to analyse the differences the effectiveness of technical analysis indicators of real assets with the application of the same indicators to randomly generated values. The CFD derivatives are used for the application, namely currency pair, exchange index and cryptocurrency. Random values are then generated. The output of the article is to evaluate the performance of trading systems based on selected indicators of technical analysis by comparing real asset data and randomly generated data.

Keywords: Technical Analysis, Forex, Index, Cryptocurrency, Sharpe Ratio, ADX, MACD, Moving Average, Stochastic Oscillator

JEL Code: G11, G12, G15

1. Introduction

Technical analysis has increasingly become the center of disputes in recent years among academics and practitioners of technical analysis. Kirpatrick and Dalhlquist (2016), for example, evaluate the importance of technical analysis topics for practitioners and academics, and while among practitioners the questions of technical analysis (Stochastic Oscillator, MACD, Charting) were highlighted, academics were much more interested in theory of portfolios, models underlying fundamental analysis (discounted cash flow models,
dividend discount model). Furthermore, the Effective Markets Hypothesis is far more supportive among academics than among practitioners who have ranked it on second place in the least interesting financial themes.

While the academic community is still more inclined to apply the theory of efficient markets, practitioners are still applying technical analysis. Its representation, as the sole method of trading, is declining slightly. In 1992, Taylor and Allen (1992) conducted a forex market survey for London traders, and 90% said they used the technical analysis, 60% considered it to be the same or more important than the fundamental one. Gehrig (2003) states that amongst the short-term traders are only supporters of technical analysis at 53.5%. Chaboud et al. (2009) reported that algorithmic traders accounted for 60% of total trading volume in 2008. It is obvious that technical analysis, based on its logic, is mostly used by practitioners engaged in trading for shorter periods of time. This is also illustrated by Gehrig (2003).

![Figure 1: The importance of fundamentals, charts and flow forecasting horizons](Source: Gerigh, 2003)

The aim of the paper is to analyse of differences the effectiveness of indicators of technical analysis of real assets with the application of the same indicators to randomly generated values. The CFD derivatives are used for the application, namely on the currency pair, the exchange index and the cryptocurrency. Subsequently, random values of the normal distribution are generated. The output of the article is to evaluate the performance of business systems based on selected indicators of technical analysis by comparing real asset data and randomly generated data.

### 2. Technical analysis

Instruments for technical analysis can be divided into graphic tools (so-called Charting) and indicators of technical analysis. Indicators of technical analysis can be broken down according to various aspects. Veselá and Oliva (2015) divide the indicators into trend, price, volume, sentiment indicators, and indicators of market breadth and performance. Elder (2006) breaks down indicators into graph analysis and computer technical analysis. Different breakdowns can be found also with individual brokers, or with specific trading platforms, as Kolková (2017) reports, Metatrader specifies indicators for trend indicators, oscillators and volume indicators. In this post, cross-sectional indicators will be used. For
back testing there were selected these indicators, the Average Movement Directional Index (hereafter ADX), Stochastic Oscillator, Exponential Moving Average (hereafter EMA), Double-exponential moving average (hereafter DEMA), Zero lag exponential moving average (hereafter ZLEMA), Simple moving average (hereafter SMA) and Moving Average Convergence – Divergence (hereafter MACD). These indicators have defined business systems. The ADX indicator was set by J. Welles (Wilder, 1978), and its essence consists in calculating two indicators based on the Average True Range (ATR) indicator by its smoothing through the moving average, in this case a 14-day exponential,

\[
+DI_{14} = \frac{EMA(+DI,14)}{ATR} \cdot 100, \tag{1}
\]

\[
-\text{DI}_{14} = \frac{EMA(-\text{DI},14)}{ATR} \cdot 100. \tag{2}
\]

From these two indicators the ADX indicator itself is then quantified. However, this indicator is not able to determine the direction of the trend, but only its strength. Therefore, it is not suitable for the use either in a separate back-test or for this post. When composing an ADX-based trading system, therefore, the system defined by Achelis (2001) is applied, and the purchase signal defines the value of the +DI sign over the value of −DI, the opposite situation is the option with a sales signal. The author of the Stochastic Oscillator is George Lane (1984). In this paper, a business strategy based on the oscillating of the indicator in the 80 and 20-point band is used, and the overlapping of the band from the top is then the short position signal, the overlap from the bottom to the long position. The calculation is given by two equations in the shapes,

\[
\%K = \frac{\text{uzavírací kurz} - \text{minimální kurz za}}{\text{maximální kurz za} \%\text{K period} - \text{minimální kurz za} \%\text{K period}}, \tag{3}
\]

\[
\%D = \frac{3 - \text{denní suma}(\text{uzavírací kurz} - \text{minimální kurz za})}{3 - \text{denní suma}(\text{maximální kurz za} \%\text{K period} - \text{minimální kurz za} \%\text{K period})}. \tag{4}
\]

Another group of indicators used is moving averages, which can be differentiated according to the length of the time period, which can range between 5 and 200 trading days. Various lengths of trading days have already been tested in Kolkova (2017), where for example SMA was a system based on 20 daily averages as the system generating the most profitable signals. In this paper, moving averages are therefore also based on 20 daily averages. EMA indicator is given by:

\[
EMA_{\text{dnes}} = (EMA_{\text{včer} \cdot (1 - ep)} + (P_{\text{dnes} \cdot ep}), \text{ where}
\]

\[
ep \text{ is an exponential percentage, or a smoothing factor. DEMA is calculated as,}
\]

\[
DEMA = 2 \cdot EMA(x,20) \cdot EMA(x,20) \cdot v, \text{ where}
\]
x are the values of the asset. ZLEMA is similar to an EMA, as it has more weight than recent observations, but tries to remove lag by subtracting data before \((n-1) / 2\) periods to minimize the cumulative effect. The SMA is defined by:

\[
SMA = \frac{P_m + P_{m-1} + \ldots + P_{m-(n-1)}}{n},
\]

where

\(M\) is the length of the period (in this case 9 or 20); \(P\) is the individual value of the exchange rate. All trading systems based on moving averages declare the buy signal or the long-distance signal by crossing the line of the moving average and the bottom-up course. The entry into the short position is realized by a crossover of the moving average and the course from the top. The last of the indicators tested is MACD. This indicator was developed by Gerald Apple (2005). It is determined by the difference between two moving averages. The MACD then oscillates around the zero line. This paper uses the baseline version of the difference between the 26 day and 12 day EMA indicators. This draws a MACD curve, yet it is still necessary to draw a 9-day EMA curve, called a signaling curve. The MACD indicator is used in the trading system, where the signals generate a crossover of the MACD curve with the signaling curve. In the case of crossing from below, it is a signal to buy (long position), otherwise the investor can enter a short position.

### 3. Methodology and Data

To evaluate the effectiveness of the given trading systems, the annual yields and the Sharpe ratio are selected. Another quantified quantity is the number of trades and also the number of sell or buy transactions, which should not differ significantly in a well-chosen period of time. If that were the case, it would be evidence of poorly selected data that copied only one trend. At least 10 thousand values of the given asset are subjected to the test, respectively the random walk. Of course, except for cryptocurrencies where the number of historical values of daily exchange rates cannot reach 10 thousand due to the short history of the asset. A long test period ensures a sufficient diversity of source data and can better match actual market development. All values used were the daily values of the underlying assets and were used in the form of OHLC.

#### 3.1. Rating criteria

The Sharpe ratio was designed by William Forsyth Sharpe (1966), the Nobel Prize winner, and is now considered the best-known rate of performance. It starts with the concept of mean – variance models and therefore we only need a mean value and a standard deviation for its construction. The Sharpe ratio is calculated as the proportion of the return on the asset less the risk-free rate and the standard deviation of the yield according to the relation,

\[
S = \frac{E(R - R_f)}{\sigma}, \text{where}
\]

\(R\) is the return on the asset, \(R_f\) is the risk-free yield, \(E(R - R_f)\) represents the expected yield above the benchmark, which is the risk-free yield in this contribution, and \(\sigma\) is the standard deviation. The Sharpe Ratio is referred to as the performance measure of trad-
ing systems that takes into account the risk profile of the investment. The higher this indicator is the better is the investment (Kresta, 2016). The criticism of the Sharpe ratio is based, in particular, on the use of a standard deviation that quantifies not only the risk of devaluation of the investment but also the evaluation, which cannot be assessed negatively. The base model, designed in 1966, was modified by Sharpe in 1994 who replaced the risk-free yield by a benchmark. The risk-free yield is a special case of this benchmark.

As a risk-free return, the interest rate on 10-year government bonds for 31.12 2017 is set in this post at 1.5%. The source for the calculation are the daily dates of the official exchange rate list of the Prague Stock Exchange and the daily reference prices of the electronic trading platform MTS Czech Republic. The calculation is based on the average of average reference prices (quotes) for the purchase and sale of bonds. The statistical framework for defining long-term interest rates is based on the principles that have been specified and implemented by the European Central Bank together with the European Commission.

3.2. Testing data

Random walk values were calculated based on the generation of 10,000 random number values of normal probability distribution (so-called White Noise). These scores were the increase or decrease of the resulting random walk. Figure 1 represents the result of the random asset simulation development. Figure 2 shows the development of the Standard and Poor’s 500 index from 1950 to January 2018. Figure 3, which remarkably resembles the random walk shown in Figure 1, represents the values of the EUR / USD forex pair from 1971 again to January 2018. Figure 4 illustrates the development of Bitcoin cryptocurrency, which has a shorter history and therefore this chart captures values from 2010 to the present.

![Random walk](image)

Figure 2: random walk
Source: own
The statistical program R with the TTR, Quantmod, DescTools and RDCOMClient packages was used for calculations of technical indicators. Statistical statistic R, SPSS and Excel were also used for statistical analysis of assets. Statistical data analysis results are summarized in Table 1.
The resulting final wealth values for forex trades are defined in pipelines, while the value of the index in points, the resulting value of the total assets in random development, of course has no units. Transaction costs are abstracted. Therefore, the final wealth variable is only suitable for comparing different indicators of the same asset. For cross-asset comparison, it is not appropriate and it is better to declare results using annual yield or Sharpe ratio. Tables 2–5 define back-test results according to the selected technical indicators.

### 4. Results

The resulting final wealth values for forex trades are defined in pipelines, while the value of the index in points, the resulting value of the total assets in random development, of course has no units. Transaction costs are abstracted. Therefore, the final wealth variable is only suitable for comparing different indicators of the same asset. For cross-asset comparison, it is not appropriate and it is better to declare results using annual yield or Sharpe ratio. Tables 2–5 define back-test results according to the selected technical indicators.

### Table 1: Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>Discrete returns of EUR/USD</th>
<th>Discrete returns of BTC</th>
<th>Discrete returns of S&amp;P 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>12305.0</td>
<td>2726.0</td>
<td>17110.0</td>
</tr>
<tr>
<td>Range</td>
<td>0.118240</td>
<td>2.107841</td>
<td>0.361121</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.059791</td>
<td>-1.336758</td>
<td>-0.257339</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.058449</td>
<td>0.771083</td>
<td>0.103782</td>
</tr>
<tr>
<td>Mean Statistic</td>
<td>0.000046</td>
<td>0.002198</td>
<td>0.000251</td>
</tr>
<tr>
<td>Std. Error</td>
<td>0.000057</td>
<td>0.001344</td>
<td>0.000074</td>
</tr>
<tr>
<td>Std. Deviation</td>
<td>0.06319</td>
<td>0.070181</td>
<td>0.009698</td>
</tr>
<tr>
<td>Variance</td>
<td>0.000040</td>
<td>0.004925</td>
<td>0.000094</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.078356</td>
<td>3.324311</td>
<td>-1.476736</td>
</tr>
<tr>
<td>Std. Error</td>
<td>0.022079</td>
<td>0.046889</td>
<td>0.018725</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>4.841812</td>
<td>65.776832</td>
<td>37.816168</td>
</tr>
<tr>
<td>Std. Error</td>
<td>0.044155</td>
<td>0.093744</td>
<td>0.037447</td>
</tr>
</tbody>
</table>

Source: own

<table>
<thead>
<tr>
<th></th>
<th>EUR/USD</th>
<th>SP500</th>
<th>RND</th>
<th>EUR/USD</th>
<th>SP500</th>
<th>RND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final wealth</td>
<td>-0.47429</td>
<td>1763.151</td>
<td>-47.43436</td>
<td>-24.3276</td>
<td>627.069937</td>
<td>-838.3012</td>
</tr>
<tr>
<td>Total number of signals</td>
<td>1048</td>
<td>1452</td>
<td>1242</td>
<td>732</td>
<td>1237</td>
<td>472</td>
</tr>
<tr>
<td>Sell signal</td>
<td>524</td>
<td>726</td>
<td>392</td>
<td>375</td>
<td>618</td>
<td>240</td>
</tr>
<tr>
<td>Buy signal</td>
<td>523</td>
<td>725</td>
<td>393</td>
<td>357</td>
<td>619</td>
<td>232</td>
</tr>
<tr>
<td>Anual return</td>
<td>-3.228%</td>
<td>5.924%</td>
<td>-10.216%</td>
<td>-9.316%</td>
<td>7.663%</td>
<td>-11.722%</td>
</tr>
<tr>
<td>Sharpe Ratio</td>
<td>-0.14666</td>
<td>0.000173</td>
<td>-0.011469</td>
<td>-0.39938</td>
<td>0.000269297</td>
<td>-0.008477</td>
</tr>
<tr>
<td>Risk-free rate</td>
<td>1.50%</td>
<td>1.50%</td>
<td>1.50%</td>
<td>1.50%</td>
<td>1.50%</td>
<td>1.50%</td>
</tr>
</tbody>
</table>

*In pips (currency) or points (index)

Source: own

The back-test using the ADX indicator showed that only the Standard and Poor’s-backed trades would achieve positive annual returns. A similar result is achieved by using the Stochastic Oscillator. Random walks are the worst in both cases. When Sharpe ration is evaluated, the random development of the underlying asset is assessed better than the ADX and Stochastic Oscillator indicators on the forex market.
Moving averages back-tests always declare a negative yield when using a forex pair, which is always positive when using the stock index, which also corresponds to the ADX Stochastic Oscillator. Surprisingly positive yield has been achieved by using the DEMA and ZLEMA indicators as well as white noise. Even in the case of indicators based on moving averages, the random development of the asset is more advantageous than the forex market. For the ZLEMA indicator, white noise is even the most advantageous asset.

Table 4: Results of Back-testing

| Source: own, Kolková, 2018 |

In addition, cryptocurrencies are evaluated by means of MACD and SMA pointers. Kolková (2018) takes the results of these back-tests from previous research. In this research, not only the most known Bitcoin (hereafter BTC), but also Lithecoin (he-rafter LTC), Dasch, and Ripple (hereafter XRP) were tested. Tested cryptocurrencies were always used in pair with USD. The tests showed that, at approximately the same times, the highest annual yield would have been the Standard and Poor’s 500. Cryptocurrencies were tested in a shorter period, but from the beginning of their history on daily values, they also reached positive returns ranging from 5.5% (BTC) to 5.5% (XRP). When evaluating the MACD using the Sharpe Ratio, random development has been exceeded only by forex trading on EUR / USD.
Using SMA, we can see that a positive walk has also been achieved by a positive annual appreciation.

In the indicators, it is also apparent that the share of sell signals and buy signals is approximately the same. For some indicators (like moving averages), the same number is the logical basis of the trading system philosophy. With oscillators this does not necessarily have to be the case, however, if the ratio were significantly different, it would probably be because the chosen period was too short and only the same trend had been established.

Based on Sharpe’s SMA-rated ratio, only the forex trades have been surpassed by white noise again.

### 5. Discussion and Conclusions

The aim of the paper is to analyse differences the effectiveness of indicators of technical analysis of real assets with the application of the same indicators to randomly generated values. It has not been proved that the randomly generated values produced significantly worse results than all real assets. Random Walk even exceeded the trading performance of ZLEMA, EMA, and SMA on forex trades.

Thus, the effectiveness of technical analysis cannot be clearly demonstrated, because even the random walk achieves similar performance to actual assets. Kresta (2016) also achieved a similar result, where the DJIA index was tested, and the results showed that at 5% of the significance level, the development of DJIA on moving average trading systems, Bollinger Bands, RSI, could not be predicted. Testing the PX index has produced ambiguous results.

The use of indicators alone and as a single element in the business system in practice cannot be recommended. Kolkova (2017) used a combination of indicators and the results were clearly better than using the indicators alone, however these trading systems did not achieve more profitable trades than 60%. Veselá and Oliva (2015) reached 9.09% on the basis of a combination of annual returns, which confirms previous research.

Dymova at all (2016) adapted moving average on fuzzy logic. As a result, this system is suitable for use in practice.

Incorporating fuzzy logic into the construction of classical indicators may thus seem to be a suitable direction of research. Other suggestions for adding business systems can be seen by including modern elements of money management.
Other research options can be seen in the resolution of geographic space, as stated by de Souza et. al. (2018) in summary of the profitability of technical analysis around the world according to researchers from 1961 to 2016 more positive results of technical analysis can be seen in countries like Malaysia, Thailand and Taiwan, or Mexico, Bangladesh, Brazil, Argentina. On the other hand, results that are more negative can be found in US, Japanese, India and South Africa.

Technical analysis is one of the oldest analytical procedures (Veselá, 2015) and is a very popular tool for practical merchants, often the only one. This work has, together with other Kresta (2016), Kolková (2017), Dymová (2016), de Souza et.al. (2018), pointing to the low efficiency of this tool as the only means for creating business systems.
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Abstract

In the work, an original proposal was presented concerning the construction of a synthetic indicator, which would serve to assess regional diversification of the level of bioeconomic entrepreneurship’s development with the application of the taxonomic reference method – TOPSIS. Moreover, application possibilities and limitations were presented of the suggested tool on the example of NUTS 2 level regions (e.g. voivodeships) in Poland.
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1. Introduction

Globalization as well as the increasing number of challenges related to environmental pollution evoke the need to search for new paths of local and regional development. The answer to these challenges is the development based on the concept of bioeconomy, which relies upon renewable resources and knowledge.

The aim of the article is to present the original proposal of a synthetic indicator, which would serve to assess regional diversification of the level of bioeconomic entrepreneurship’s development. Application possibilities and limitations were presented of the suggested tool on the example of NUTS 2 level regions (e.g. voivodeships) in Poland, with particular attention to two regions with rich natural values, but simultaneously a relatively low level of economic development i.e. Lubelskie and Podlaskie voivodeships. This indicator can be applied by territorial self-government units when creating their growth strategies, identifying smart specializations, searching for partners from other regions (e.g. in order to create integrated marketing product together with other territorial self-
government units, or introduce cluster initiatives of an inter-regional reach). It can also constitute an important guidance for enterprises from various bioeconomic sectors as well as its co-operants in order to select a place for conducting economic activity. The proposed indicator constitutes a tool of a universal character, as thanks to it, it is possible to conduct the analysis of a group of sectors constituting a part of bioeconomy in regions with various taxonomic levels, irrespective of their locations.

It should be noticed that rural areas, areas valued for their natural beauty or the peripheral ones are predestined to develop in bioeconomic direction [Komor, 2014]. Due to this, the following hypothesis was formulated ‘Lubelskie and Podlaskie voivodeships are marked with a relatively high level of bioeconomic entrepreneurship’s development’, which was verified by means of quantitative research methods.

The calculations were made on the basis of quantitative research methods, i.e.: statistical analysis and the TOPSIS method, with the application of cross-sectional data of 2015, aggregated at the level of Polish voivodeships (NUTS 2).

2. Methodological foundations

Due to the lack of a generally accepted definition of bioeconomy, there are problems with defining sectors which constitute it. Thus, in the first stage of the research, the trial was conducted to identify the types of economic activities constituting the components of bioeconomy. E. Ratajczak claims that it is possible to adopt two methodological terms aiming to determine subsectors constituting bioeconomy. In the resource approach, the amount of utilized biological/biomass resources is included as well as the number of products manufactured with the use of biotechnology or biological resources and the consumption based on resources and/or biological technologies. In the process approach, the scale of biological processes used in various areas of activity is highlighted (Ratajczak, 2013, p. 3).

In the article, the methodology of identifying sectors constituting bioeconomy according to the Bioeconomy Information System project and the Observatory Project (BISO) was adopted. The introduced methodology allows to study wide range of sectors, included in bioeconomy, which can be divided into three groups: biomass production sector (agriculture, forestry, fishery); industrial sector wholly based on bioproducts (e.g. production of food, feed, paper and products from paper, products from wood, cork, straw and wicker); sectors partially belonging to bioeconomy, which production is partly based on bioproducts with the use of other resources (e.g. production of chemicals and chemical products, furniture, rubber products and plastics). Within the adopted methodology, in order to precisely determine subsectors constituting bioeconomy, the transposition of the above classification was conducted into the division compliant with the Polish Business Activity Classification (PKD 2007)38. Within the article, the following parts according to PKD 2007 were included into the research (Dammer, Piotrowski, Carus, 2014, p. 31–32):

- section A (all chapters), i.e. chapter: 01: Agricultural crops, animal husbandry, hunting, including service activities, 02: Forestry and logging, 03: Fishery;

---

38 PKD 2007 was elaborated on the basis of statistical classification of economic activity NACE Rev2.
section C, chapters: 10: Manufacture of food products, 11: Manufacture of beverages, 12: Manufacture of tobacco products\footnote{One of the development goals, which basis is the concept of bioeconomy, is the improvement of the quality of life, including, among others, the improvement in human living conditions as well as health and physical condition (Godlewska-Majkowska, Komor, 2014). Thus, including the manufacture of tobacco products in bioeconomy can be considered a controversial issue.}, 13: Manufacture of textile products, 14: Manufacture of products from wood, cork, straw, wicker, 17: Manufacture of paper and products from paper, 20: Manufacture of chemicals and chemical products, 21: Manufacture of basic pharmaceutical substances as well as medicines and other pharmaceutical products, 22: Manufacture of products from rubber and plastics, 31: Furniture production, 32: The remaining manufacture of products (e.g.: wooden toys production);  
section D, chapter 35: Production and distribution of electricity, gas, water vapor, hot water and air conditioning supply;  
Section E, chapter 38: Waste collection, treatment and disposal activities; resources recovery;  
These are the sectors connected mainly with production, i.e. agriculture, forestry, hunting and fishery as well as with industrial processing. Moreover, the industries connected with energy production and waste management are also included. It is worth noticing that the service activities were not mentioned here, e.g. professional, scientific or technical (Section M according to PKD 2007), including scientific research and development works in biotechnology as well as technical research and analysis (among others, related to food quality). It seems that bioeconomic activity pertains also to other branches of industry, e.g. construction in the form of heating installations using renewable energy sources. It indicates a great diversity of bioeconomic activity as well as the difficulties in identifying the sectors it covers. However, due to the lack of accessibility to statistical data, the method of identifying subsectors was adopted that compose bioeconomy according to the BISO project.

In quantitative research, two key research methods were adopted: statistical and taxonomic analysis. The first one served to analyze the precise indices (observable) describing the development of bioeconomic entrepreneurship by means of the measures of position, diversity and asymmetry (Sobczyk, 2000, p. 52–61). However, the second one – taxonomic method called TOPSIS – serves to assess the diversification of Lubelskie and Podlaskie voivodeships regarding the acquired development of bioeconomic entrepreneurship’s level compared to the other NUTS 2 level regions in Poland. The starting point of the taxonomic research is to determine the classification subject and its field (Hellwig, Siedlecka, Siedlecki, 1997). The subject of classification, defined as a countable set of \( n \) elements (objects, \( o_i, i = 1, 2, \ldots, n \)) of an arbitrary nature are sixteen voivodeships in Poland. The field of classification determined as a set of properties, which characterize the elements of a set of objects, constitute the observable \( X_1, X_2, \ldots, X_m \) variables defining the level of bioeconomic entrepreneurship’s development. On the basis of the TOPSIS method, the synthetic development indicator was created – aggregating all the individual features. The selected taxonomic method, belonging to a group of reference methods, is based on the pattern and anti-pattern of development\footnote{Similar calculations were also conducted on the basis of the non-model method – according to the synthetic feature [Kolenda, 2006] as well as the soft modeling method (Wold, 1980). The obtained results are very similar to those acquired by the TOPSIS method.}. The set of indicators describing a particular immeasurable feature should contain only those volumes, which have a substantive connection with it. On the basis of the substantive and statistical analysis, the selection of
diagnostic features was conducted (Table 1.), the character of their impact on entrepreneurship’s development was determined as positive – stimulants, or negative – destimulants (Panek, 2009, Młodak, 2006, p. 17). The accuracy of the selected diagnostic variables was examined on the basis of the Alfa Cronbach’s test (Cronbach, 1951). The acquired value of the test equals 0.8328 and signals a positive verification as the value of Alfa Cronbach’s test should fall within 0.7 and 0.9. The variables are then accurate and coherent. Too low value (below 0.7) would mean a small dependence between the variables and thus a lack of cohesion. Too high (above 0.9), on the other hand, may suggest a certain excess of variables and indicate that their number should be reduced (some of them are replaced by others). Then, all the features were led to comparability by their normalization. The synthetic value \( q_i \) was calculated from the formula:

\[
q_i = \frac{d_i^-}{d_i^- + d_i^+},
\]

where:

\[
d_i^- = \sqrt{\sum_{k=1}^{m}(x_{ik} - z_k)^2} = \sqrt{\sum_{k=1}^{m}(z_{ik} - 0)^2} - \text{distance from the anti-pattern of development},
\]

\[
d_i^+ = \sqrt{\sum_{k=1}^{m}(x_{ik} - z_k^+)^2} = \sqrt{\sum_{k=1}^{m}(z_{ik} - 1)^2} - \text{distance from the pattern of development},
\]

\( z^+ = (1, 1, ..., 1) - \text{pattern of development}, \)

\( z^- = (0, 0, ..., 0) - \text{anti-pattern of development}, \)

\( z_{ik} \) – normalization value of \( x_{ik} \in X_k \)

\[ k = 1, 2, ..., m; i = 1, 2, ..., 16. \]

The synthetic \( q_i \) measure is normalized. It takes the value within limits. The larger the values of a synthetic indicator, the higher the position in the ranking of a voivodeship. The calculations were carried out with the use of the Excel program.

On the basis of the formulas on the arithmetic mean of the reference synthetic measure \( (q_i) \) and its standard deviation \( (s) \), it is possible to conduct a division into classes, which would include the following divisions:

Class I: \( q_i + s \) and more,
Class II: \( (q_i; q_i + s) \),
Class III: \( (q_i - s; q_i) \),
Class IV: below \( q_i - s \).

The division into classes is useful in graphic visualization of objects as well as the analysis of results obtained by a taxonomic method.

---

41 The detailed description of the TOPSIS method can be found, among others, in publications: (Hwang, Yoon, 1981, Perło, Roszkowska, 2017).
3. The potential of bioeconomic entrepreneurship’s development

The development of bioeconomic entrepreneurship was diagnosed on the basis of 21 observable variables (Table 1). Two categories of indicators are of a key significance. The first one aggregates variables showing the volume of bioeconomic entities in the form of the entities that are new, existing and removed from the REGON registry (table 1., lp. from 1 to 15). They present the levels and perspectives of bioeconomic entrepreneurship’s development. The conducted statistical analysis allows to draw optimistic conclusions, indicating a higher increase in the number of new enterprises than those which end up their economic activity. This kind of situation takes place either at the level of the national average as well as in Lubelskie and Podlaskie voivodeships. In most regions, including those constituting the subject of the analysis, the number of bioeconomic enterprises is smaller than the national average, which is proven by a positive asymmetry coefficient. Among the four studied sections, the biggest share constituted the companies belonging to industrial processing (68%) as well as those conducting agricultural activity (26%). The remaining two sections represented only 6%.

The second group of indicators shows the volumes proving the level of bioeconomic entrepreneurship’s development (Table 1., lp. from 16 to 21). These are: work efficiency in sections A, C, D and E as well as the size of electricity production and its structure (section D). In the studied voivodeships, work efficiency in all sections was lower than the national average and constituted respectively in Lubelskie voivodeship: 51% (A), 90% (C), 66% (D) and 99% (E) of the national average and in Podlaskie voivodeship: 88% (A), 93% (C), 67% (D) and 81% (E) of the national average. The analyzed regions are marked with a relatively lower level of GDP per capita and due to this, the results pertaining to work efficiency are not surprising. A positive phenomenon is also the increase in work efficiency in sections D and E in 2015 as compared to the previous year. The dispersion of all the Polish regions in terms of work efficiency is moderate. However, the situation on the market for electricity is totally different. The average share of renewable energy in the total electricity production in Poland in 2015 amounted to 26.8%, with the very strong regional dispersion at the level of 99%. It is also visible in relation to the studied voivodeships. In Podlaskie, the renewable energy constituted 70.1% of the total energy production and in Lubelskie – only 5.3%. However, it does not mean that Podlaskie is the leader in renewable energy production. The high index results from a very low relative electricity production level in total, which can be seen on the basis of the following index analysis, i.e. the relation between the electricity production and its consumption. Poland is a self-sufficient country in this field. The national average in 2015 amounted to 101%. However, in this case, a strong regional diversification can also be observed. Lubelskie and Podlaskie voivodeships produce only, respectively 30.6% and 42.7% of the total electricity consumption. On the other hand, it can be concluded that electricity from renewable sources constitutes a very significant supplement in essential electricity shortages of the studied regions and also has a considerable impact on the development of low-emission economy, which is strongly correlated with the development of bioeconomic entrepreneurship.
Table 1. The list of indices characterizing the development of bioeconomic entrepreneurship.

<table>
<thead>
<tr>
<th>O.n.</th>
<th>symbol</th>
<th>Index meaning*</th>
<th>(D/S) impact&lt;sup&gt;42&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>BIO01</td>
<td>Newly registered entities in sections A, C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32), D and E (chapter 38) per 100 thousand inhabitants in working age</td>
<td>S</td>
</tr>
<tr>
<td>2.</td>
<td>BIO1A</td>
<td>Newly registered entities in section A</td>
<td>S</td>
</tr>
<tr>
<td>3.</td>
<td>BIO1C</td>
<td>Newly registered entities in section C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32)</td>
<td>S</td>
</tr>
<tr>
<td>4.</td>
<td>BIO1D</td>
<td>Newly registered entities in section D</td>
<td>S</td>
</tr>
<tr>
<td>5.</td>
<td>BIO1E</td>
<td>Newly registered entities in section E (chapter 38)</td>
<td>S</td>
</tr>
<tr>
<td>6.</td>
<td>BIO02</td>
<td>Deregistered entities in sections A, C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32), D and E (chapter 38)</td>
<td>D</td>
</tr>
<tr>
<td>7.</td>
<td>BIO2A</td>
<td>Deregistered entities in section A</td>
<td>D</td>
</tr>
<tr>
<td>8.</td>
<td>BIO2C</td>
<td>Deregistered entities in section C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32)</td>
<td>D</td>
</tr>
<tr>
<td>9.</td>
<td>BIO2D</td>
<td>Deregistered entities in section D</td>
<td>D</td>
</tr>
<tr>
<td>10.</td>
<td>BIO2E</td>
<td>Deregistered entities in section E (chapter 38)</td>
<td>D</td>
</tr>
<tr>
<td>11.</td>
<td>BIO03</td>
<td>Entities registered in sections A, C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32), D and E (chapter 38)</td>
<td>S</td>
</tr>
<tr>
<td>12.</td>
<td>BIO3A</td>
<td>Entities registered in section A</td>
<td>S</td>
</tr>
<tr>
<td>13.</td>
<td>BIO3C</td>
<td>Entities registered in section C (chapters: 10, 11, 12, 13, 14, 15, 16, 17, 20, 21, 22, 31, 32)</td>
<td>S</td>
</tr>
<tr>
<td>14.</td>
<td>BIO3D</td>
<td>Entities registered in section D</td>
<td>S</td>
</tr>
<tr>
<td>15.</td>
<td>BIO3E</td>
<td>Entities registered in section E (chapter 38)</td>
<td>S</td>
</tr>
<tr>
<td>16.</td>
<td>BIO4A</td>
<td>Work efficiency in section A (gross added value of section A in PLN per employer)</td>
<td>S</td>
</tr>
<tr>
<td>17.</td>
<td>BIO4C</td>
<td>Work efficiency in section C (gross added value of section C in PLN per employer)</td>
<td>S</td>
</tr>
</tbody>
</table>

<sup>42</sup> D – a destimulant means a negative impact on bioeconomic entrepreneurship’s development; S – a stimulant means a positive impact on bioeconomic entrepreneurship’s development.
The analysis of individual indices characterizing the development of bioeconomic entrepreneurship does not allow to draw clear conclusions. Due to this, on the basis of the TOPSIS method, the index was elaborated that aggregates all the individual features included in Table 1.

The ranking of Polish regions as well as the division into classes in terms of development level of bioeconomic entrepreneurship is included in Picture 1. Lubelskie voivodeship belongs to IV – the last class regarding bioeconomic entrepreneurship’s development and Podlaskie to III – the penultimate class. In 2015, as compared to 2014, Podlaskie voivodeship rose by 3 positions in the ranking and Lubelskie voivodeship maintained the same position. The promotion of Podlaskie voivodeship in the ranking in terms of bioeconomic entrepreneurship’s development (BIO) is caused by the growth tendency of some diagnostic features, such as, e.g. the number of entities registered in sections A, C, D and E per 100 thousand inhabitants in working age, or the relation of electricity production to electricity consumption.

<table>
<thead>
<tr>
<th>Position</th>
<th>voivodeship</th>
<th>BIO, 2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mazowieckie</td>
<td>0.536</td>
</tr>
<tr>
<td>2</td>
<td>Zachodniopomorskie</td>
<td>0.526</td>
</tr>
<tr>
<td>3</td>
<td>Wielkopolskie</td>
<td>0.519</td>
</tr>
<tr>
<td>4</td>
<td>Łódzkie</td>
<td>0.502</td>
</tr>
<tr>
<td>5</td>
<td>Dolnośląskie</td>
<td>0.488</td>
</tr>
<tr>
<td>6</td>
<td>Lubuskie</td>
<td>0.466</td>
</tr>
<tr>
<td>7</td>
<td>Opolskie</td>
<td>0.461</td>
</tr>
<tr>
<td>8</td>
<td>Pomorskie</td>
<td>0.455</td>
</tr>
<tr>
<td>9</td>
<td>Warmińsko-mazurskie</td>
<td>0.452</td>
</tr>
<tr>
<td>10</td>
<td>Podlaskie</td>
<td><strong>0.448</strong></td>
</tr>
<tr>
<td>11</td>
<td>śląskie</td>
<td>0.442</td>
</tr>
<tr>
<td>12</td>
<td>Świętokrzyskie</td>
<td>0.426</td>
</tr>
<tr>
<td>13</td>
<td>Kujawsko-pomorskie</td>
<td>0.419</td>
</tr>
</tbody>
</table>

**Legenda:**

Class I – 0.504 and more

*The unit of indices with an ordinal number from 1 to 15 is the number of economic activities per 100 thousand inhabitants in working age.

Source: Own elaboration
Division into classes is strongly linked with the level of economic development and is also the resultant of the total entrepreneurship’s development. Thus, the obtained results are not surprising. High level of bioeconomic entrepreneurship’s development is characteristic to those regions, which are economic leaders, such as: Mazowieckie, Wielkopolskie, Pomorskie, Dolnośląskie. Similar correlations can also be observed in Picture 2 presenting the relationship between the synthetic measure’s value BIO_2015 of Polish voivodeships and gross domestic product per capita (in current prices in PLN). The Pearson’s linear correlation coefficient of those variables is quite high and amounts to 0.7896, when the level of relevance equals 0.0003. It means that voivodeships with stronger economy are also on average marked with higher level of development of bioeconomic entrepreneurship. Lubelskie and Podlaskie voivodeships belong to the III quarter that includes the regions with the lowest GDP per capita and bioeconomic entrepreneurship’s development index.

![Map of Polish voivodeships](image)

*Source: own elaboration on the basis of Local Data Bank’s data (http://stat.gov.pl, November 2017) as well as own calculations.*

Bioeconomy is a relatively new field of production activity. The development of bioeconomic entrepreneurship is determined by various, often specific, conditions. Identifying key factors influencing, to the greatest extent, its development and then applying proper instruments resulting in its enhancement can later become an impulse to more dynamic regions’ development, also the peripheral ones, such as Lubelskie and Podlaskie voivodeships\(^\text{43}\). A special chance to boost the development of bioeconomic entrepreneurship in the studied voivodeships lies within a well-developed institutional infrastructure.

---

\(^{43}\) The trial to identify factors influencing the level of bioeconomic entrepreneurship’s development was undertaken in the publication (Godlewska-Majkowska, Komor, Perło, 2017).
in the form of science and technology parks and universities, which constitute an indispensable element directing and enhancing this activity.

4. Conclusions and recommendations

Bioeconomy constitutes a new concept of the resource efficient development based on knowledge as well as renewable biological resources management. The development of bioeconomic entrepreneurship is determined by numerous conditions, including, among others, activity of business support institutions, such as parks.

The article presents the proposal of a synthetic indicator's construction suited for assessing regional diversification of the development level of bioeconomic entrepreneurship. It allows to conduct analyses of the group of sectors constituting bioeconomy in the regions with various taxonomic levels, which provides a valuable clue for designing the activities with strategic character either for territorial self-government units as well as entrepreneurs.

Application limitation of the proposed tool is the validity and accessibility of statistical data, the part of which is wrapped in statistical mystery in Polish regions. This drawback, however, can be mitigated through correcting the index by including additional factors that constitute it. In spite of this, it should be noticed that the indicator of bioeconomic entrepreneurship’s level is composed on the basis of a relatively broad range of data. A certain application restriction of the suggested indicator is also a system of data extraction, within which data pertaining to enterprises can be presented according to the seat of their Management Board and not their real location.

The conducted quantitative research indicated the negative verification of the proposed hypothesis. In Lubelskie and Podlaskie voivodeships, bioeconomic entrepreneurship is developing, but its level is relatively lower than the national average. It is greatly determined by the level of economic development, including the total level of entrepreneurship’s development. Due to this, the studied voivodeships in terms of the constructed synthetic indicator, take on the final positions in the ranking. It means that bioeconomic enterprises operating in Lubelskie and Podlaskie voivodeships demand a strong and comprehensive support offered, among others, by park institutions.

Among the directions for future quantitative research, there is a trial to implement the indicator of bioeconomic entrepreneurship’s development at lower taxonomic levels than NUTS2 as well as a trial to apply the proposed tool for the analysis in other countries, e.g. in order to conduct inter-regional comparisons within the European Union. It also seems interesting to transfer from the statistical approach to the dynamic one by a proper modification of sub-indices in order to determine the direction and strength of changes in terms of the level of bioeconomic entrepreneurship’s development.
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Abstract

With increasing level of globalization and economic integration, both organizations and individuals are confronted with the need to effectively communicate across national and organizational cultures. With the support of new technologies, global interaction has become practically omnipresent in many industries and the application of cross-cultural education and management may play an important role in the competitiveness of organizations. Cultural diversity and cooperation belong to the traditional principles applied through the policies of the European Union. Both the cooperation among the member states’ cultures and the intercultural dialogue and cooperation with third countries are promoted and intercultural aspects are embedded in various EU initiatives and programs. The aim of this article is to provide an overview of the EU policies related to cross-cultural management and their implementation through public programs and initiatives. To fulfill this objective, there were used two lines of research. First, a review of secondary sources has been carried out. As the second line, there were analyzed selected EU documents.
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1. Introduction

“Software of the mind” – that is how Hofstede (2010) termed culture. His simile suggests that the nature of the differences between national and organizational cultures may seem very intangible and at the same time significantly influence behaviors of individuals and societies. However, rich body of Hofstede’s research and of other followers of the dimension based approach to the analysis of cultural differences proves that these aspects significantly influence human interaction and that reconciliation of intercultural dilemmas (Trompenaars & Hampden-Turner, 1999) is the way to increase global competitiveness.

Increasing level of global economic integration, especially in relation to continuous development and easy accessibility of communication technologies brings new challenges related to the management in global, cross-cultural environment that means, in a physical
or virtual environment where there is an interaction between representatives of various national and organization cultures. This applies especially to the knowledge-based sectors where there may be present a professional exchange between several national cultures at the same time. Global environment brings several management related issues, such as language barrier, decision-making specifics, stereotypes and prejudices and the ability to manage across cultures became one of the decisive factors of successful performance (Greбликаite et al, 2016).

In the European space, the process of European integration itself comes also into the play. Each enlargement of the European Union can be perceived as a small culture shock and the cohesion at the level of social interaction is less strong in comparison with the economic cohesion (Nicolae & Mihai, 2013).

Despite the courageous plans from the beginning of the millennium, the European share on global GDP is decreasing and similarly behave also other traditional economic centers. On contrary, the position of China as the new global giant is increasing (White paper on the future of Europe, 2017). This fact reminds us that in our eyes stable and the only true western approach can have an alternative in intellectual traditions of other cultures (Zeng, 2016) and to thrive successfully, it is at least reasonable to become familiar with concepts which significantly influence acting of our global counterparts.

Cross-cultural management relies on the so-called intercultural competences—a set of cognitive, affective, and behavioral skills that can be acquired and further developed through experiential acquisition (Brewer, 2015) or through a directed training. Despite some recently emerging disintegration trends, cultural diversity and cooperation are traditional principles on which the European cooperation has been built and the highest representatives of the European Union openly acknowledge “Unity in Diversity” as one of the key principle of the European integration project (Strengthening European Identity through Education and Culture The European Commission’s contribution to the Leaders’ meeting in Gothenburg, 2017). But where lies the current intersection of EU policies and the global intercultural challenges? To which extent and how is this dimension reflected in the EU policies and how is it included in the European approach to education and training? The aim of this contribution is to provide an overview how are the cross-cultural management related issues and intercultural communication reflected in policies and initiatives and programs of the European Union.

2. Methodology and Data

To fulfil the objective of this contribution, there were used two lines of research. Firstly, in order to obtain a basic overview of the subject, a review of secondary sources has been carried out. The sources for the review were identified using electronic full-text databases ProQuest and EBSCOhost. These databases were chosen based on their focus, robustness and reliability. The research parameters are summarized in table 1. When assessing the relevance of the search results, the term “culture” and its derivatives were assessed primarily with respect to the definition provided by the Cambridge dictionary as “the way of life, especially the general customs and beliefs, of a particular group of people at a particular time” (“Cambridge dictionary”, 2018) and not as the expression of human activity comprising art, music, theatre and literature. The review of secondary sources provided the basic picture about the so-far carried out research and contributed to identification of the documents which were then analyzed separately within the second methodological line.
Table 1: Secondary research – search criteria

<table>
<thead>
<tr>
<th>Databases</th>
<th>ProQuest, EBSCOhost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>English</td>
</tr>
<tr>
<td>Search strings</td>
<td>Cross-cultural management, Cross-cultural management AND European Union, Intercultural policy AND European Union, intercultural dialogue</td>
</tr>
<tr>
<td>Publication years</td>
<td>2004–2017</td>
</tr>
</tbody>
</table>

Source: Author

As the second method, the analysis of selected official EU documents was carried out. The documents were chosen based on the relevance to the objective of the article. When pre-selecting the documents for this line of research, also the findings of the analysis of secondary sources have been taken into account. The analysis focused in particular on the documents of EU primary and secondary law, non-binding EU documents and relevant program documents. The analysis of the EU documents provided deeper insight to the evolution and current state of the implementation of cross-cultural aspects into the EU policies. The analyzed documents are summarized in Table 2.

Table 2: List of analyzed EU documents in alphabetical order

| Consoliated version of the Treaty on European Union (2012) |
| Consoliated version of the Treaty on the Functioning of the European Union (2012) |
| Decision concerning the European Year of Intercultural Dialogue (2006) |
| Erasmus + Programme guide 2018 (2017) |
| Europe 2020, a strategy for smart, sustainable and inclusive growth (2010) |
| European agenda for culture in a globalized world (2007) |
| Green paper promoting learning mobility of young people (2009) |
| Joint declaration between the European Commission and People’s Republic of China (2007) |
| Recommendation on key competences for lifelong learning (2006) |
| Regulation establishing the program ‘Erasmus +’ (2013) |
| White paper on the future of Europe (2017) |

Source: Author

Where it was relevant, also the information provided on the official web pages of the institutions of European Union was taken into account.

3. Results

The basic general principles related to the multicultural European society are embedded in the primary law of the EU. The Treaty on European Union (TEU) in its Article 3, paragraph 3 mentions the respect to Europe’s cultural and linguistic diversity and the commitment to protect and develop the European cultural heritage. The Treaty on the Functioning of the European Union (TFEU) in Article 167 explicitly mentions the necessity of the Union’s contribution to the flowering of national cultures and also the necessity to
maintain national and regional diversity. In the same article, this general premise is further developed and the term “culture” is used jointly to describe both the collection of customs and beliefs and specific expressions of human activity. In Article 167, TFEU also reminds the necessity of cooperation with third countries and organizations and specifically emphasizes the cooperation with the Council of Europe. That way the primary law of the EU provides the basic framework for culture-related policies within the Union. When trying to further categorize the EU’s approach to intercultural issues, there can be identified three basic directions of the European policies: the Intercultural dimension of EU external relations represented by the Intercultural dialogue, language policy and education policy. The last two mentioned are in some aspects closely related and often overlap.

3.1. Intercultural dialogue

Intercultural dialogue can be defined as “the exchange of views and opinions between different cultures”. ("Intercultural dialogue", 2018) The concept of cultural dialogue was developed during the 1990s by the Council of Europe as a framework for preventing conflicts and promoting co-existence of different cultures. Later, the concept was adopted by several other international organizations as a set of policy concepts, in 2002 the intercultural dialogue was also introduced by the European Commission. (García Agustín, 2012) A first significant milestone of these policy concepts was the European Year of Intercultural Dialogue 2008 where about €10 million were allocated to co-fund several projects on the European level and level of the EU member states. (Swiebel, 2008)

Three years later, based on the joint declaration of the European Commission and the Peoples Republic of China from 2007, which provided the framework for a structured policy dialogue on cultural affairs, the year 2011 was declared as the EU-China Year of Youth. As a part of this action, there was provided a special financial allocation within the program Youth in Action, focused specifically on cooperation with China. One year later, this action was followed by second China-focused thematic year – the EU-China Year of Intercultural Dialogue 2012 which provided a background for conferences, seminars, workshops and festivals on the EU level, on the level of EU member states. (“EU China Year of Intercultural Dialogue”, 2014)

Also, several EU actions which respond to the European refugee crisis can be put under the umbrella of Intercultural Dialogue. As a specific example of such actions may serve special call of the program Creative Europe – Refugee Integration Projects 2016, under which 12 projects focused, among other things, on intercultural awareness were funded by the total amount of more than €2.3 million. ("Creative Europe – Cross-sectoral – Refugee Integration Projects 2016", 2016.)

3.2. Language policy

The official web page of the European Parliament (“Fact Sheets on the European Union”, 2018) openly acknowledges the relation of the language and culture and directly connects the European language policy with intercultural understanding and European intercultural dialogue. This approach can be traced back to the White paper on education and training (1995) which can be considered the first EU document connecting EU's language policy to intercultural understanding. (Dombi, 2010) The close connection between the knowledge of foreign languages and intercultural awareness is then reminded in the Eu-
European action plan for language learning and linguistic diversity (2003). In the Recommendation of the European Parliament and of the Council on key competences for lifelong learning (2006) there is defined a framework of eight key competences of lifelong learning necessary for facing the global challenges, among which are also the communication in foreign languages and cultural awareness. In the detailed definition of the communication in foreign languages as one of these key skills, there is also explicitly mentioned the connection between languages and intercultural understanding.

3.3. Education and lifelong learning

European policies related to education and lifelong learning provide the most practical instruments related to intercultural issues and cross-cultural management. The European council presidency conclusions from March 2000 proposed a new strategy, also known as Lisbon agenda, aiming to transform the European Union to the most competitive global economy by 2010. The conclusions propose the creation of a framework of basic skill to be acquired as a response to education and training to globalization and shift to knowledge-based economies. This document mentions the intercultural dimension only indirectly. However, the knowledge of foreign languages is explicitly mentioned as one of these basic skills.

The most operative level of EU education and lifelong learning policy is the program level providing a funding base for implementation of the specific projects. On the EU-wide level, this dimension is currently represented by the Union’s program Erasmus+ for the period 2014–2020. This program is the successor to the previous Lifelong Learning Program (LLP) providing learning and education opportunities for 2007–2013. The article 5 of the Regulation establishing the Erasmus+ program (2013) mentions as one of the specific objectives “to improve the teaching and learning of languages and to promote the Union’s broad linguistic diversity and intercultural awareness”. The program itself is divided into 3 key actions covering the education and training areas addressed in the previous LLP program under separate sub-programs. The topic of intercultural awareness and understanding are included in all key activities of the program as a supplementary dimension of project outcomes.

4. Discussion and Conclusions

Both lines of research showed that the cross-cultural management related issues are present already at the level of EU primary law. This topic is further permeating three most relevant policy areas. First, the External dimension is represented in the Intercultural Dialogue – the set of policies developed by the Council of Europe and later adopted by several transnational organizations including the European Union. Second main area touching the analyzed topic is the language policy of the EU. The third major area is the education and lifelong learning. On all these levels, the cross-cultural management related issues are represented primarily by intercultural awareness which, as is explained below, is only the first phase of the acquisition of intercultural competences.

The programs aiming to life-long learning can be considered as the most operative EU policy level focusing on the issues related to cross-cultural issues. Currently, these programs are mainly grouped under the umbrella of the program Erasmus+. However, also in the program documents of Erasmus+ it is the intercultural awareness which is explicitly mentioned.
The cultural awareness (Zakaria, 2017) or cultural knowledge (Bennet, 2015) is considered as the first step of the three-level model of the development of intercultural competences. The remaining two steps are the cultural sensitivity and cultural adroitness (Zakaria, 2017), in the Bennett’s terminology called affect and action (2015).

Based on the results of the research, we can conclude that within the policies of the EU the cross-cultural dimension is present mainly in the form of the cultural awareness. This approach complies with the public role of the EU in creation and development of cohesion among the nations of the member states. However, we argue that to be culturally aware or knowledgeable is not the sufficient level of acquisition of intercultural competences. We believe that in order to be truly successful in the global competitive environment and to be able to manage cross-culturally the remaining levels of intercultural competences have to be achieved. Therefore, the organizations operating in the global environment themselves should take the concrete actions to fully develop these competences with their teams and incorporate them into their organizational culture.
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Abstract

The horsemeat scandal of 2013 proved that EU food law had a blind spot since it was designed to deal with food safety accidents rather than food fraud/adulteration. It turned out that the interpretations of Regulation (EC) 178/2002 differed considerably among the Member States. Vulnerability to fraud of commonly long and complex multinational food supply chains is continuously growing. The point is to develop effective EU and national food law which ensures the protection of health and life as well as economic interests of consumers and fair trade practices. This contribution presents a background to food fraud issue and the outcome of the discussion over legislation concerning food fraud/adulteration. The aim of the study is to frame criminal and administrative liability related to food fraud/adulteration and to identify weak points of the process of imposing pecuniary penalties by food control authorities in Poland. The analysis is based on EU and national food law provisions, annual reports and administrative decisions regarding food fraud/adulteration delivered by food control institutions in Poland and critical literature review.

Keywords: food law, administrative liability, criminal liability, food fraud, food adulteration, food control, pecuniary penalties, Poland

JEL Code: D20, K23, K42

1. Introduction

Governments, consumers and competitors will be facing the problem of food fraud as long as it is profitable to fraudsters. Moreover, vulnerability of food supply chains to fraud is growing as a result of the dynamic development of global trade, the lengthening food supply chains, the greater anonymity of the food market, the growing market pressure to reduce food prices, incoherent food laws within countries, inadequate legislation, ineffective activities of public food control institutions and so on (Marvin, Bouzembrak, Janssen,
et al., 2016; Kowalczyk, 2015; Spink and Moyer, 2011). Since food fraud is seemingly becoming a bigger and more frequent problem, there is a range of organizational, regulatory, industrial and non-governmental activities relating to food fraud that continue to take place (Spink, Moyer and Speier-Pero, 2016). For efficient management of food fraud, the focus of countermeasures and control systems has to be shifted from intervention and response to prevention and vulnerability reduction or elimination. When a food fraud event occurs, the point is to mitigate/reduce its consequences (Spink, Ortega, Chen, et al., 2017).

The horsemeat scandal of 2013 proved that European Union (EU) food law had a blind spot since it was designed to deal with food safety accidents rather than food fraud (Van der Meulen, Boin, Bousoula, et al., 2015). The priority in this law is to protect human health and life (Regulation 178/2002). Lotta and Bogue (2015) claim that despite both the economic and social importance of food fraud, a harmonized definition does not exist in the EU legislation.

This contribution presents the background to food fraud issue and the outcome of the discussion over legislation concerning food fraud/adulteration. The aim of the paper is to frame criminal and administrative liability related to food fraud/adulteration and to identify weak points of the process of imposing pecuniary penalties by food control authorities in Poland.

2. Food adulteration, food fraud and wider food crime

According to Spink, Ortega, Chen, et al. (2017) food fraud is illegal and intentional deception for economic gain using food. The deception can be adulteration, substitution, dilution, stolen goods, tampering, diversion and grey market product, smuggling, unauthorized product or refilling, misrepresentation or mislabeling, and intellectual property rights counterfeiting. Fraudsters have no intention to cause harm, although, food fraud incidents can create adulteration of food with public health threats (Spink, Ortega, Chen, et al., 2017; Spink and Moyer, 2011).

Food fraud started when food became a subject of trade (Kowalczyk, 2016), but only during the last few years it became possible to detect food fraud/adulteration due to the advancement of distinct analytical technologies (Huck, Pezzei and Huck-Pezzei, 2016). On the other hand, fraudsters commonly demonstrate technological expertise and actively seek to avoid detection (Primrose, Woolfe and Rollinson, 2010).

It seems to be crucial to explain two terms which are strongly linked to food fraud, i.e. economically motivated adulteration (EMA) of food and food crime. The U.S. Food and Drug Administration (FDA) defines EMA as the fraudulent, intentional substitution or addition of a substance in a product for the purpose of increasing the apparent value of the product or reducing the cost of its production, i.e., for economic gain (Spink and Moyer, 2011). The Elliot Review (2014) states that food crime can be described as an activity organized by individuals or groups who knowingly set out to deceive, and or injure, those purchasing and consuming food. Manning and Soon (2016) identify the following types of food crime: adulteration, counterfeit, diversion, over-run, simulation, tampering, theft, malicious poisoning, bioterrorism, or sabotage, misleading indications (words/pictures), and packaging size. This extends beyond the product-oriented types of food fraud to consider wider organizational fraud associated with accounting, organizational “secrets”, unique processing standards, etc. (Manning and Soon, 2016). PAS 96 (2014) using a different approach identifies several forms of deliberate acts against food and food supply.
The guide describes main threats to food authenticity and safety that need to be considered when undertaking TACCP (Threat Assessment Critical Control Point) system, namely: EMA, malicious contamination, extortion, espionage, counterfeiting, cybercrime.

Food fraud is a big business nowadays (Shears, 2010). Food fraud acts can be extremely profitable for fraudsters. Food fraud events can negatively impact sales, brand equity, market capitalization; violate regulations; and even lead to the criminal prosecution of corporate leaders (Spink, Moyer and Speier-Pero, 2016). Moreover, globalization is amplifying the scope and scale of food fraud events. A good example of food fraud incident that had a massive economic impact is the horsemeat scandal of 2013. EU countries were forced to widespread product recalls, costly authenticity testing, and the effective halting of almost all ground beef sales (Spink, Ortega, Chen, at al., 2017).

Horsemeat scandal was a wake-up call for European Commission (EC) which finally developed the EU Food Fraud Network and the System for Administrative Assistance & Food Fraud (AAFF) in 2015 to strengthen cooperation between the Member States, Switzerland, Norway, Iceland and EC in preventing and mitigating cross-border fraudulent practices in the food and feed chain. Starting from the end of 2015 a dedicated IT application known as the Administrative Assistance and Cooperation System (AAC) has been made available for the members. Previously, the Rapid Alert System for Food and Feed (RASFF) was the only viable tool for exchanging information on food safety issues, however the horsemeat crisis did not show any profiles of public health risks, thus falling outside the scope of the system (Kowalska, 2017; EC, 2016). EC developed four key operative criteria to distinguish whether a case should be considered as food fraud or other non-compliance, namely: (1) Violation of EU law, (2) Intention, (3) Economic gain, (4) Deception of customers (EC, 2016).

Food fraud may not include “adulteration” when it involves acts such as tax-avoidance, smuggling, etc., but food fraud often leads to adulterated food products (Spink, Moyer, 2011). Lipp (2011) states that food adulteration is intentional replacement of an ingredient that is specifically motivated, for example economically or ideologically motivated, whereas food contamination is unintentional and often technically unavoidable. However, both can lead to potential public health risks, product recall, and manufacturers’ liability (Spink and Moyer, 2013). The term “nonauthentic” is commonly used to describe adulterated food product. Food adulteration tends to be economically motivated and is achieved through the addition, substitution or removal of food ingredients (Moore, Spink and Lipp, 2012).

The question is whether food adulteration is always an intentional act. Bansal, Singh, Mangal, et al. (2017), from India, where the problem with adulterated food products is relatively huge, state that “food adulteration can be defined as lowering the quality of food by intentional or unintentional substitution of food with some inferior foreign particle or by removal of some value added food substitute from main food item”. Food Safety and Standards Act of India (FSSA) defines “adulterant” as any material which is or could be employed for making the food unsafe or substandard or misbranded or containing extraneous matter. According to the US Federal Food, Drug and Cosmetic Act (FFDCA), food shall be deemed to be adulterated if: a) it bears or contains any poisonous or deleterious substance which may render it injurious to health; b) absence, substitution, or addition of constituents increased its bulk or weight, reduced its quality or strength, or made it appear better or of greater value than it is; c) it bears or contains a color additive which is unsafe, and so on (Bansal, Singh, Mangal, et al., 2017). Silvis, van Ruth, Fels-Klerx, et al. (2017) define adulteration of food in the narrow sense as the preparation of foods for sales by replacing valuable with less valuable ingredients or constituents. Adulteration of
food can be definitely dangerous as it may be toxic and effect health, it could deprive nutrients required to maintain proper health, it may cause intoxication or problems such as allergy in sensitized individuals (Bansal, Singh, Mangal, et al., 2017).

In the current study we will focus on the food adulteration aspects, since Polish legislative means concentrate on them.

3. The laws and regulations covering food fraud/adulteration at Union and Polish level

Food cannot be substituted. Consumers’ health, frame of mind, work performance, and quality of life is conditioned with his/her diet. As a matter of fact, an average Polish consumer buys foodstuffs every day and spends most money on food (24.2% of the total expenditure in 2016) (CSO, 2017). EU food law is relatively broad, restrictive and not easy to apply by food business operators. Food law is a set of EU and national legal norms referring to all stages of food supply chain and regulating a separated area of our life (Paliwoda, 1997). Article 5 of Regulation 178/2002 (hereinafter: the General Food Law or GFL), a constitution of EU food law, sets the general objectives of this law, namely: protection of human life and health (a superior goal), the protection of consumers' economic interests, including fair practices in food trade, taking account of the protection of animal health and welfare, plant health and the environment. Regulation 1169/2011 on the provision of food information to consumers provides a basis for consumers to make informed choices. Food label seems to be the most effective tool of communication between food producer and consumer. Thus, strict regulatory system of labelling in the EU countries makes for a bigger consumers’ protection. Article 8 of GFL states that food law shall aim at the prevention of: fraudulent or deceptive practices; the adulteration of food; and any other practices which may mislead the consumer in order to protect consumers’ interests. However, there is no definition of food adulteration in this fundamental legal provision.

Food adulteration is defined in two main Polish laws, which are: the Act on the Safety of Food and Nutrition (2006) which lays down rules and procedures in order to ensure food and nutrition safety regarding any health implications for consumers (Food and Nutrition Safety Act, hereinafter: FNSA), and the Act on Commercial Quality of Agricultural and Food Products (2000) which regulates quality issues and their economic implications for consumers (hereinafter: ACQAFP).

Under Article 3 of FNSA, adulterated foodstuff is determined as a foodstuff whose composition or other properties were changed without informing consumer about it, or a foodstuff changed in order to conceal its intrinsic composition or other properties, and affecting the safety of the foodstuff. Under Article 3 of ACQAFP, adulterated agricultural and food product is defined as a product whose composition does not comply with the provisions of regulations regarding commercial quality of individual foodstuffs, or a product changed (including mislabeling) in order to conceal its intrinsic composition or other properties, as long as the mentioned non-compliances or changes significantly violate consumer interests. The business operator that places adulterated food on the market, carries administrative, criminal and/or civil liability for the action (ACQAFP, FNSA).

FNSA introduces in Article 103: (1) criminal sanctions against operators that produce or place on the market adulterated foodstuffs; (2) administrative sanctions against operators that do not withdraw adulterated foodstuffs from the market (pecuniary penalties). The penalties are imposed by responsible provincial sanitary inspector. The amount of them depends on: the degree of harmfulness, the degree of culpability, the
scope of infringement, the producer’s activities to date and the production volume of the operator (FNSA).

There are two national institutions which are empowered to carry out inspection and supervision of commercial quality of agri-food items on the domestic market, and at import and export stage. The Agricultural and Food Quality Inspection (IJHARS) takes both control and preventive actions for issues that could affect consumers’ safety and food authenticity along the whole food supply chain, excluding retail trade, which is in the hands of the Trade Inspection (IH).

The provincial inspector of IJHARS is entitled to issue administrative decisions concerning: a) prohibition of the placing adulterated food on the market, appropriate treatment or destruction of adulterated food, etc. (Article 29 paragraph 1 ACQAFP); and b) financial penalties imposed due to the detection of food adulteration (Article 40a ACQAFP). The financial penalties may also be imposed by the chief inspector of IJHARS and the provincial inspector of IH. The first group of sanctions is preventive in nature (police sanctions which are supervision measures), and the second one is repressive sensu stricto. While imposing the financial penalty, an inspector of IJHARS, and or IH, takes account of the following circumstances: the gravity and the scope of infringement, the producer’s activities to date, its sales volumes and the value of revenue, and worth of controlled agri-food items (ACQAFP). The administrative decisions issued on the basis of Article 29 ACQAFP have been available to the public on IJHARS webpage since December 8, 2008, and the administrative decisions issued on the basis of Article 40a ACQAFP have been made public on the webpages of JHARS and IH since November 30, 2015 (ACQAFP). The decision of IJHARS regarding adulterated agri-food items contain the following elements: number and date of the decision regarding detected food adulteration, legal basis of the decision, the name of adulterated product, the number of production batch and the date of production, batch volume, confirmed irregularities, and the name of an entity which places the food on the market. The public is not informed about the details of actions undertaken in relation to the detection.

4. Methodology and Data

The discussion over administrative liability related to food fraud/adulteration is based on the analysis of EU and national food law provisions, data collected from administrative decisions regarding food fraud/adulteration delivered by provincial inspectors of IJHARS, and critical literature review.

Material encompasses IJHARS administrative decisions regarding adulterated agri-food items from 2013 to 2017 (n=427) publicized on the IJHARS webpage and included in the search module that allows an individual to filter information. Working on IH administrative decisions is much more arduous. The IJHARS decisions are concise and organized in a standardized table, and gathered on one website, www.ijhar-s.gov.pl (most of them are one page long). Whereas IH decisions usually exceed ten pages and are publicized on 16 IH provincial branches websites (but the decisions are publicized with detailed reasoning of imposing financial penalty). Therefore, it was decided to use analysis of the IH decisions from 2008–2012 (n=376) publicized by Płocki (2017).
5. Results

From the perspectives of people applying the rules of food law, regulations relating to the liability are of a great importance. Comparing three types of liability with capacity to apply in the food law, i.e. criminal, administrative and civil liability, it can be said that the liabilities have their own distinctive features and there are various groups of natural people/legal entities which are entitled/obliged by law. In legal theory, legal liability is considered as bearing negative consequences of events and conditions subjected to negative normative qualification, which can be attributed to a given subject in given legal regulations (Korzycka, Wojciechowski, 2017). Similar definition of legal liability can be found in general introduction to Criminal Law by J. Warylewski (2015) who claims that legal liability is bearing negative legal responsibilities of a given legal condition or a behaviour of an entity. There are three functions provided by civil, administrative and criminal liabilities, these are: repressive, preventive and compensative functions. Civil liability performs compensative function, criminal and administrative liability perform preventive and repressive functions, whereas preventive function is leading the way in administrative liability (Korzycka, Wojciechowski, 2017).

The term “liability” is inextricably linked to the term “sanction”. A sanction is usually perceived as a number of negative (unfavourable) consequences stipulated in a specific legal norm that any person failing to fulfil his or her obligations or who exceeds his or her authority resulting from legal provisions is subject to (Korzycka, Wojciechowski, 2014). Legal sanctions perform the same functions as liabilities do. From the angle of food law, prevention is the most important since a superior goal of food law is a protection of human health and life. Repressive sanctions should be applied especially if a food business operator persistently violates legal provisions and preventive sanctions are not nagging enough. The application of compensative sanction is a consequence of material injury or human harm.

Since the aim of food fraudsters is not to harm people, the authors concentrate on administrative and criminal liabilities which through performing preventive and repressive functions most significantly impact food fraud/adulteration mechanism. Article 55 of Regulation 882/2004 states that EU countries shall lay down the rules on sanctions applicable to infringements of feed and food law and the sanctions provided for must be effective, proportionate and dissuasive (Regulation 882/2004). In 2017 Regulation 882/2004 was replaced by Regulation 2017/625 whose provisions on penalties applicable to infringements of food law are more precise. It is new that Member States shall ensure that financial penalties for violations of Regulation 2017/625, perpetrated through fraudulent or deceptive practices, reflect, in accordance with national law, at least either the economic advantage for the operator or a percentage of the operator’s turnover. By 14 December 2019 (when all the rules of the Regulation come into force), Member States shall notify the penalties provided for to the EC (Regulation 2017/625).

Most food adulteration cases detected by IJHARS in 2013–2017 constituted a violation of food labelling laws. A crucial share of Food Fraud (FF) cases exchanged in the AAC system in 2016 also dealt with mislabelling. The irregularities most often were about truthless composition of food product (Kowalska, 2017). Analysis of the 427 IJHARS decisions from 2013–2017 show that most irregularities occur in meat and meat products (32% of the decisions), flour, cereal and bakery products (19%), and delicatessen products (11%). Analysis of IH annual reports from the past 10 years show that meat and meat products and butter are highly vulnerable to adulteration (Płocki, 2017). The highest number of FF cases exchanged in the AAC system in 2016 also concerns meat and meat
products (27% of all 176 FF cases). Moore, Spink and Lipp (2012) analysed food fraud issues that have been publically reported in English from 1980 to 2010 and stated that olive oil, milk, honey, saffron, and orange juice were the most common targets for adulteration reported in scholarly journals.

Since the information on financial penalties imposed on food business operators that produce or place on the market adulterated agri-food items has been available to the public from the end of 2015, it is reasonable to analyse separately 2016–2017 IJHARS decisions. Financial penalties (laid down in Article 40a ACQAFP) significantly dominate amongst IJHARS sanctions concerning food adulteration (figure 1). Moreover, there is a clear downward trend in the volume of IJHARS decisions concerning prohibition of placing adulterated food on the market, appropriate treatment or destruction of adulterated food made under Article 29 ACQAFP (figure 2). The idea is to make food fraud/adulteration unprofitable. Moreover, financial penalties are the income to the state budget.

![Figure 1: Combined results of IJHARS inspections regarding adulterated agri-food products in 2016–2017 having regard to a legal basis](Source: www.ijhar-s.gov.pl)

![Figure 2: IJHARS administrative decisions regarding adulterated agri-food products issued under Article 29 ACQAFP in 2013–2017](Source: www.ijhar-s.gov.pl)
Discussion and Conclusions

Polish legislator adopted a mixed model of liability for infringements of food law based on the possibility to apply sanctions referred to in both criminal and administrative law. Differences between criminal and administrative liability are very distinctive. In the general part of the Criminal Code, important elements are defined, such as the concept of crime, rules and conditions for criminal liability, exclusion of criminal liability, penalties and penalties limitation (Rogalski, 2014). Administrative law lacks such detailed and systematic definitions. Depending on the Act, we deal with different, often heterogeneous terminology.

Another difference is a clear, transparent and closed catalog of penalties, which according to the Criminal Code are: fine, restriction of freedom, deprivation of freedom, 25 years imprisonment and life imprisonment, a fine cannot exceed 1,080,000 PLN (The Criminal Code 1997). In case of administrative responsibility, there is no single law regulating sanctions in a holistic and uniform manner.

Criminal liability is always based on the principle of guilt. Administrative responsibility is most often an objective liability, independent of the degree of guilt.

Criminal law generally provides for the responsibility of natural persons. The exception is the Act of 2002 on the liability of collective entities for acts prohibited under penalty that also provides for the liability of legal persons (The Act on the Liability..., 2002). In the case of administrative liability, the responsible entity may be both a natural person and a legal person. Moreover, the liability for administrative tort may be borne by both the entity that committed such an infringement, as well as another entity that is connected with the perpetrator with a legal relationship (Rogalski, 2014).

In administrative law, a fine is imposed for breaching a legal order that is not an offense within the meaning of the penal code. This penalty is not imposed on behalf of the state by an independent court, but by a state administration body by an administrative procedure that does not ensure impartiality of the decision.

Criminal liability, unlike administrative liability, is subject to a limitation period. In administrative law, despite many demands, there are no provisions regulating the subject matter (Rogalski, 2014).

Criminal and administrative liability in the Polish food law have also mutual features, such as two instance procedures (Adamiak and Borkowski, 2017). Both criminal procedural law and administrative law provide for the possibility of appealing to a higher instance, which in the case of criminal proceedings is a higher court, and in the case of administrative proceedings – the Provincial Administrative Court (WSA). Criminal proceedings, including proceedings in misdemeanor cases, outside the preparatory stage are proceedings that can be considered contradictory to the elements of inquisition. In the case of administrative proceedings aimed at applying sanctions to the entity, there is no adversarial process, which is only visible before the WSA (Skorupka, 2017).

Korzycka and Wojciechowski (2014) claim that the advantage of administrative sanctions in comparison with criminal law sanctions, is a simpler imposition procedure, the possibility of imposing sanctions on entrepreneurs and not only natural persons, as well as the imposition of sanctions irrespective of guilt. The procedure imposing administrative sanctions is also shorter and less costly. Korzycka and Wojciechowski (2014) see some doubt as to the repressive administrative sanctions: (1) there are no provisions regulating the concurrence of administrative and criminal liability; (2) while the imposition of administrative sanctions irrespective of the guilt seems reasonable, exemptions from sanctions in circumstances specified by law should also be provided for.
Płocki (2017), on the basis of analyses of administrative decisions issued in the years 2008–2012 by the IH, stated that the main drawback of the system of administering fines is the interpretive non-uniformity of provincial inspectors of IH, resulting in the punishment being not entirely commensurate with the offense and circumstances that accompanied it.

Since two Polish laws govern the issue of food adulteration, the suggestion is to draw the line between the regulations in order to facilitate legal classification of the act. Future national food law development should aim to provide for clear and transparent process of imposing financial penalty due to the detection of food adulteration. The system of penalties for adulterating food should be coherent and uniform. The value of revenue of the perpetrator should become a fundamental criterion taken into account while considering the amount of financial penalty. Otherwise, the penalties do not play repressive and preventive role; the largest producers will still place adulterated food on the market, and the smallest food producers will not be able to survive in the market. Polish administrative law should also develop towards systematizing legal terminology.

In 2013 it turned out that EU food law was designed to deal with food safety accidents rather than with intentional tempering with the food supply and the interpretations of GFL differed considerably among the EU countries. There were both countries which ordered a recall of beef products adulterated with horsemeat (Germany, Netherlands, Italy, Greece, and Portugal), and countries which did not feel competent to impose the recall based on Article 19 GFL (that states about obligatory recall that results from non-compliances with the food safety requirements) or other (national) law provisions, i.e. France and Spain (Van der Meulen, Boin, Bousoula, et al., 2015).

Since food fraud/adulteration problem is continuously growing, law-makers around the world seem to be obliged to get involved in more specific legislation considering food adulteration, food fraud and wider food crime. It is not enough to focus on food safety, health and life of consumers while food fraud/adulteration might not harm consumers’ health. The point is to develop such a legal framework that provides a stronger protection of consumer (in terms of his economic interest) and entrepreneur (in terms of fair trade practices), and to harmonize this law. The proposal here is to define food fraud and food adulteration in the EU common law and especially take into account intentionality of the action.
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Abstract

The focus of this research is on the Czech older workers and the factors that influence them while choosing the retirement. The aim is to compare the older workers who are looking for the early retirement and who are not, and find out the differences of these two groups with the focus on their psychological and physiological aspects, educational background and financial situation. The analyses are based on the secondary data obtained from SHARE database.

The question asked in this research is what are the factors that have an impact on the decision-making process while considering the early retirement. The two groups of the Czech older workers (in total N=850) are exposed to factors (life satisfaction, self-perceived health, job satisfaction, etc.) and compared to each other. The significant variables have been determined by using the logit model and for the comparison has been used nonparametric statistical tests. The evaluation of the findings was done by testing for significant differences. Results have shown that there are differences between observed groups, especially for factors connected to health, life satisfaction, and education.
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1. Introduction

Our population is aging. It is a fact on which countries have to count. Therefore, it is crucial for countries to identify the factors which influence older workers while considering the early retirement. There is no doubt that their decision can have an impact on several things, e.g. the state budget of pension system if the policies are not set down properly. At the same time, there are advantages, but also disadvantages for older workers who do decide for the early retirement. Among the drawbacks for the early retiree belong finan-
cial problems and psychological problems (Paul & Townsend, 1992). Some benefits that offer the early retirement are the possibility of better health, time for travel, the opportunity to start a new career (Daugherty, 2017).

The importance of the early retirement decision-making process caught our attention and that’s why this paper concentrates on the individual factors influencing the early retirement behavior.

2. Literature Review

2.1. The Early Retirement in Time

Decades ago the early retirement was encouraged by public policies. The reason was a high youth unemployment rate in most of the countries around the world. During the 90s and 80s was developed many early retirement schemes. In the 1990s was the early retirement tendency questioned because of its influence on the budget of pension systems. The practice of the early retirement scheme, however, stayed common for many years after the 90s (Heuvel, 2006).

Early retirement nowadays is considered as an undesirable threat to sustainable pension systems. The problem of most of the countries (esp. European countries) is persistent high unemployment rate of older workers, which is related to the demographic situation in these countries. Therefore, European Union stresses the importance of active aging and delaying retirement.

2.2. The Factors of Early Retirement

There are a lot of factors having an impact on early retirement decision. Beehr (1986) divides these factors into two groups. The first group includes all the factors connected to the personality of a senior, therefore, they are named as personal factors. Another group of factors is called environment factors.

The personal factors are represented by Type A behavior, skill obsolescence, health and economic well-being (Paul & Townsend, 1992). Type A behavior is based on Andrew Goldsmith’s Theory, which describes Type A personality as a person who sets high goals, works at a maximum pace, does not like to waste time, practice multitasking and is very competitive and under a permanent stress (Tirado, 2012).

Skill obsolescence appears when a person feels like its skills are out of date (CEDEFOP, 2012). Kaufman (1974) defines skill obsolescence as ‘degree to which professionals lack the up-to-date knowledge or skills necessary to maintain effective performance in their current or future work roles’. According to the European Centre for the Development of Vocational Training (CEDEFOP), the skill obsolescence can be divided into two main types (2011). The first type is a physical skill obsolescence and the second type is economic skill obsolescence, the skills which used to be required at work are no longer important (CEDEFOP, 2010).

Paul and Townsend (1992) stated that health conditions can be considered as a good predictor variable of early retirement. Leinonen et al. (2016) state that people who evaluate their health as bad are in all probability to retire sooner.

The last factor included in the personal factor is economic well-being. In accordance with the Italian National Institute of Statistics (2017), there are variables that assistance to measure economic well-being such as income, wealth, expenditures, housing situation.
The second group Environment factors include the realization of job-related goals, desired family state, leisure activities.

3. Methodology and Data

Data used in this paper are from an interdisciplinary and an international panel database SHARE which stands for Survey of Health, Ageing and Retirement in Europe. The data are for free along with brochures and all documentation.

The first wave is dated back to 2004. The main aim is to get insights on the aging of people over 50 years old. The questionnaire is inspired by the US Health and Retirement Study (HRS) and the English Longitudinal Study of Ageing (ELSA). The advantage of the similarities among the mentioned surveys is the possibility of comparison by using the so-called harmonized SHARE available at https://g2aging.org.

The database consists of micro data that include the health condition of respondents, socioeconomic status and social life and family structure. Thanks to this can be described the aging process quite in detail.

The Czech Republic has participated in this survey since 2007 (Wave 2). This paper is based on Wave 6 done primarily in 2015. The number of Czech respondents’ partners of this wave is 4858 which makes 0.12% of the Czech people older than 50 years (ČSÚ, 2017). For the work with data is used statistical program IBM SPSS Statistics. The respondents younger than 50 years (e.g., some partners) and those who did not respond, did not know how to respond or refused to respond to a variable Current job (ep005_) were eliminated from the analysis (n=876). Regarding the other variables, the analysis composed of missing values and ‘do not know’ responses. The final sample after removing the non-responses was 876 respondents. The paper uses variables from different modules which are merged according to respondents’ ID code.

The sample used here is selected by the variable called Current Job (ep005_) and the respondents who are employed or self-employed are included in the analyses. The variable Look for early retirement is recoded into a binary categorical variable where responses ‘yes’ is coded as 0 and response ‘no’ is coded as 1. Respondents are grouped into two groups according to gender. The two groups are then compared to each other by using the nonparametric tests.

3.1. Variable Description

The used variables are described in Table 1. The variables were chosen according to the factors mentioned above. The first part of the table contains variables which are significant in the logit model. The second part of the table includes the variables which are not significant but are used.

<table>
<thead>
<tr>
<th>Significant Factors</th>
<th>Measure</th>
<th>Name in SHARE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied with the job</td>
<td>Scale: 1 &quot;Strongly agree&quot;; 4 &quot;strongly disagree&quot;</td>
<td>ep026_</td>
</tr>
<tr>
<td>Number of chronic diseases</td>
<td>Scale: 0 &quot;none&quot;</td>
<td>chronic_mod</td>
</tr>
<tr>
<td>Household income per member</td>
<td>Scale</td>
<td>computed</td>
</tr>
</tbody>
</table>
The original model was also composed of following variables: Employee or a self-employed in (main) job; Term of (main) job; Is household able to make ends meet; Kind of industry working in; Little freedom to decide how I do my work in (main) job; Salary or earnings are adequate in (main) job; Satisfied with activities; Time pressure due to a heavy workload in (main) job; Number of children; Poor (main) job security; Receive recognition for work in (main) job; Mobility index (high: has difficulties); Do the things you want to do; Use of internet in past 7 days; How satisfied with life; Poor prospects for (main) job advancement; Computer skills; Receive support in difficult situations in (main) job; Opportunity to develop new skills in (main) job; Afraid health limits ability to work before regular retirement in (main) job; Gender; Partner/Spouse in Household; Activities of daily living index.

As regards the statistical significance of variables in the model, owing to the empirical importance, we leave in the model those variables with the \( p \) value of 0.1.

### 3.2. The Logistic Regression Model

A logit model is used when the response has one of only two possible values. Logit models are based on binomial distribution \( Y_i \), which can be written:

\[
Y_i \sim B(n_i, \pi_i)
\]

with number of observations \( n_i \) and probability \( \pi_i \).

### 3.3. Recoding of the Variable Education

International Standard Classification of Education 1997 (ISCED 97) is recoded according to categories used in the Czech Republic (see Table 2). This recoding is similar to the ones used by researchers and is relevant.
Table 2: Recoded ISCED 97

<table>
<thead>
<tr>
<th>ISCED CODE</th>
<th>Education level</th>
<th>Czech education level</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISCED 0</td>
<td>Pre-primary level of education</td>
<td>Lower education</td>
</tr>
<tr>
<td>ISCED 1</td>
<td>Primary level of education</td>
<td>Lower education</td>
</tr>
<tr>
<td>ISCED 2</td>
<td>Lower secondary level of education</td>
<td>Lower education</td>
</tr>
<tr>
<td>ISCED 3</td>
<td>Upper secondary level of education</td>
<td>High school education</td>
</tr>
<tr>
<td>ISCED 4</td>
<td>Post-secondary, non-tertiary education</td>
<td>High school education</td>
</tr>
<tr>
<td>ISCED 5</td>
<td>First stage of tertiary education</td>
<td>University degree</td>
</tr>
<tr>
<td>ISCED 6</td>
<td>Second stage of tertiary education</td>
<td>University degree</td>
</tr>
</tbody>
</table>

Source: authors’ recoding, variables from Börsch-Supan (2017)

4. Results

This section consists of the logit model, which is used to find out the important factors of the early retirement decision-making process, and the comparison of two groups of respondents and their factors early retirement.

4.1. Logit Model

The table below shows the factors which are significant according to the logit model in the early retirement decision-making process. The variable Look for early retirement is used as the dependent variable. The variables included in the table are independent variables. The Negelkerke R-squared is for this model 74.4 %.

Table 2: Logit model, dependent variable Looking for early retirement. Parameters of the Model: Negelkerke $R^2= 74.4 \%$, Correct prediction: 88.6 %

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-16.21</td>
<td>8.23</td>
<td>3.88</td>
<td>1</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Variables significant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Satisfied with the (main) job</td>
<td>-4.72</td>
<td>1.51</td>
<td>9.82</td>
<td>1</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>2 Number of chronic diseases</td>
<td>-1.77</td>
<td>0.81</td>
<td>4.73</td>
<td>1</td>
<td>0.03</td>
<td>0.17</td>
</tr>
<tr>
<td>3 Household income per member</td>
<td>0.00</td>
<td>0.00</td>
<td>3.14</td>
<td>1</td>
<td>0.08</td>
<td>1.00</td>
</tr>
<tr>
<td>4 Total hours worked per week (main) job</td>
<td>0.10</td>
<td>0.06</td>
<td>3.35</td>
<td>1</td>
<td>0.07</td>
<td>1.11</td>
</tr>
<tr>
<td>5 Current job requires using a computer</td>
<td>0.56</td>
<td>0.31</td>
<td>3.18</td>
<td>1</td>
<td>0.08</td>
<td>1.75</td>
</tr>
<tr>
<td></td>
<td>Variable</td>
<td>Parameters</td>
<td>Coefficients</td>
<td>Standard Errors</td>
<td>p-values</td>
<td>z-values</td>
</tr>
<tr>
<td>---</td>
<td>----------------------------------------------</td>
<td>------------</td>
<td>--------------</td>
<td>------------------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>6</td>
<td>Depression scale</td>
<td></td>
<td>0.65</td>
<td>0.28</td>
<td>5.38</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Self-perceived health</td>
<td></td>
<td>1.44</td>
<td>0.82</td>
<td>3.08</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Job physically demanding</td>
<td></td>
<td>2.24</td>
<td>0.90</td>
<td>6.27</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Feel left out of things</td>
<td></td>
<td>2.75</td>
<td>0.98</td>
<td>7.84</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Level of education</td>
<td></td>
<td>2.97</td>
<td>1.27</td>
<td>5.50</td>
<td>1</td>
</tr>
</tbody>
</table>

**Acceptable variables**

|   | Sports or activities that are vigorous       |            | 0.69         | 0.45             | 2.32     | 1        | 0.13     | 1.99 |
| 12| Quality of life and well-being index         |            | −0.11        | 0.08             | 2.18     | 1        | 0.14     | 0.90 |

Source: authors’ calculations, data from Börsch-Supan (2017)

The results of the logit model show, that the more the seniors are unsatisfied with their job the more likely they choose to retire earlier. Same relation has the dependent variable with the variable chronic disease. The household income per member is included in the model, but the influence of this variable is very low. The more hours older workers work the lower probability of early retirement. The impact of variable Current job requires using computer has the same relationship as the previous variable. Depression of this sample is in general low, therefore, the relation between this variable is the more depressed workers are the more likely they stay at work longer. Similarly, the healthier the employees feel, the more likely they are to stay at work longer. The higher values of variables Job physically demanding, feel left out of things and level of education the lower likelihood of retiring earlier.
Figure 1: Significant factors with their regression coefficients of the logit model (dependent variable Looking for early retirement)
Source: authors’ calculations, data from Börsch-Supan (2017)

4.2. Factors Influencing Early Retirement

The factors were also used to compare two groups of respondents. Groups were grouped according to gender. The groups were compared by using nonparametric test (Independent-Samples Mann-Whitney U Test). The results are shown in the following Table.

<table>
<thead>
<tr>
<th>Null Hypothesis (H₀)</th>
<th>Sig.</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  The distribution of Quality of life and well-being index is the same across categories of gender.</td>
<td>322.00</td>
<td>Retain the H₀</td>
</tr>
<tr>
<td>2  The distribution of Satisfied with job is the same across categories of gender.</td>
<td>553.00</td>
<td>Retain the H₀</td>
</tr>
<tr>
<td>3  The distribution of Self-perceived health is the same across categories of gender.</td>
<td>1.00</td>
<td>Reject the H₀</td>
</tr>
<tr>
<td>4  The distribution of Number of chronic diseases is the same across categories of gender.</td>
<td>16.00</td>
<td>Reject the H₀</td>
</tr>
</tbody>
</table>
5. Discussion and Conclusions

This paper explores the factors which have an impact on early retirement decision-making process. According to other researches, the factors are divided into two groups: personal factors and environment factors. Based on this, we chose variables and analyzed them. The data used in this paper are from SHARE database. The sample consists of responses collected in Wave 6. The analysis is made for the Czech Republic data.

We have found ten factors which are significant in the logit model. Among these factors belong Satisfaction with the (main) job, Number of chronic diseases, Household income per member, Total hours worked per week (main) job, Requirement of a use of PCs at work, Depression level, Self-perceived health, Physical demand of job, Feelings of being left out of things and Level of education. The results of this research can be used by the policy makers and companies to avoid early retirement.
We are aware of a size of our sample, which is not large. There, we see the possibility of better explanatory power in the future. The problem is, that the number of respondents that are economically active has a decreasing tendency in the SHARE database. Therefore, the previous waves could be analyzed and compared with each other. The observation of the found factors across waves could be also suitable for analysis.

Another comparison could be with other countries and their steps to prevent older workers retire earlier. In consonance with other researches on this subject, the factors differ across countries within the European Union.
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The Phenomenon of Conscious Business – Which is Ahead – Practice or Academia? A Literature Review.

Jaroslava Kubátová

Abstract

In January 2018 The Conscious Business World Summit was held. About 5,000 participants took part personally or online. This event proves that many people have started thinking about business in a new way which is called conscious business. It is not only entrepreneurs but also customers, business partners and other stakeholders who have been asking questions about the purpose of business and its role in the society. The shift is strong but different in different parts of the world. And to our knowledge, there is no systematic reflection of this development in academic and scientific literature. Thus the main goal of this paper is to provide an overview of the current literature on the topic of conscious business, its roots, and reflection in the literature. The outcome is a summary of important publications on the topic of conscious business. We focus on academic literature as well as on non-academic literature, i.e. sources written by business practitioners and we ask which is ahead – practice or academia? The purpose of the paper is to start systematic research into the phenomenon of conscious business and to spread it not only among researchers but also among business students who are to become future business leaders.

Keywords: conscious business, conscious capitalism, conscious company, conscious leadership

JEL Code: A13

1. Introduction

Many questions and doubts have recently emerged about major institutions in society including businesses. For different reasons businesses are seen as a source of societal problems. At the same time, some businesses and their leaders, as well as employees, customers, and other stakeholders have started thinking about business in a new way, which is called conscious business or conscious capitalism.
Conscious business is a still-evolving and from the academic point of view not well-defined term. In general it refers to business practices intended to make the world a better place. Profit is also important for conscious businesses but it is neither their main nor only purpose. Even though researchers have not provided a generally accepted definition and theory of conscious business yet, there are publications which are being successfully spreading the concept. Many companies have started following the principles of conscious business quite quickly (Sisodia, Sheth and Wolfe, 2014) – Ikea, Patagonia, LinkedIn, Amazon, Starbucks or Toyota to mention at least a few.

2. Methodology

The main goal of this paper is to provide an overview of the current literature on the topic of conscious business. Web of Science, EBSCOhost, and Scopus were chosen for the literature search. These databases were chosen due to their status as the most comprehensive databases in social sciences. Google Scholar has been chosen as an important supplement. Even though it is not considered as a fully reliable scientific source, it contains titles which are not indexed in the previous three databases but can be very influential. The second goal of the paper is to compare the search results and to answer the question: Which is ahead – practice or academia?

The term conscious business is widely used; however, another very close term – conscious capitalism – is often used too. Sometimes they are used in the same text (see for example Mackey and Sisodia, 2014) without clarification if they are synonyms or not. In this research both terms conscious business and conscious capitalism are used as key phrases. As already mentioned above, the terms are used without being clearly defined and distinguished. However, the term conscious capitalism is already an officially registered trademark in the U.S.A. As a result, when searching for conscious business, the search results contain sources with the term conscious capitalism and vice versa. We searched for English written sources as English is a common scientific language. And we searched for publications from 2005 to 2017. We aim to current literature and in 2005 Aburdene published the Megatrends 2010: The Rise of Conscious Capitalism. The book was a bestseller and considerably contributed to the popularization of the concept. The search criteria are summarized in table 1.

<table>
<thead>
<tr>
<th>Table 1: Search criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Databases</td>
</tr>
<tr>
<td>Key phrase</td>
</tr>
<tr>
<td>Language</td>
</tr>
<tr>
<td>Publication years</td>
</tr>
<tr>
<td>Search conducted</td>
</tr>
</tbody>
</table>

3. Search results and their analyses

In this part of the paper the search results and their analyses are provided. The above-described search methodology was applied. EBSCOhost, Scopus and Web of Science have similar even though not identical search tools, whereas Google Scholar is different and
also the numbers of search results are not comparable. For this reason we first present
the results from EBSCOhost, Scopus and Web of Science and their analysis and then the
results and analysis from Google Scholar.

### 3.1. EBSCOhost, Scopus, Web of Science

The search results (in numbers) from EBSCOhost, Scopus and Web of Science are shown
in table 2. WoS is used as an abbreviation for Web of Science. In the columns entitled CB
the results for the phrase conscious business are shown, and in the columns entitled CC
the results for the phrase conscious capitalism are shown.

<table>
<thead>
<tr>
<th>Database</th>
<th>EBSCOhost</th>
<th>Scopus</th>
<th>WoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key phrase</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CB</td>
<td>4</td>
<td>3</td>
<td>27</td>
</tr>
<tr>
<td>CC</td>
<td>15</td>
<td>30</td>
<td>15</td>
</tr>
<tr>
<td>No. of results</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Article</td>
<td>4</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Book</td>
<td></td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>Book chapter</td>
<td></td>
<td>-</td>
<td>2</td>
</tr>
<tr>
<td>Conference paper</td>
<td>-</td>
<td>-</td>
<td>10</td>
</tr>
</tbody>
</table>

Source: author

#### 3.1.1. Results analysis

The databases EBSCOhost, Scopus, and Web of Science are widely recognized research
databases. The numbers of search results in any of them did not exceed thirty. For the
phrase conscious business EBSCOhost found four academic articles. Two of them deal
with greener production, one with software piracy and one with the need for social for-
profit entity legislation. For the phrase conscious capitalism EBSCOhost found three arti-
cles. Two of them deal with the philosophy of conscious capitalism and one with the prob-
lem of racism in urban education.

Scopus returned the highest numbers of results for both phrases conscious business
(27) and conscious capitalism (30). Eleven results for conscious business deal with eco-
logical and green topics, whereas only two deal with the concept of consciousness in busi-
ness. On the other hand 14 results for the phrase conscious capitalism deal with the phe-

omenon. But seven of them are from the same journal – California Management Review
2011, 53(3). Moreover, five of them are responses to another article published in the same
journal. Based on what criteria the articles for this journal are chosen remains a question.

The results for the key phrase conscious business in Web of Science are also mainly
eco and green oriented. Only one journal article deals with the perspective of conscious
business in organizations. On the other hand, the results for the phrase conscious capital-
ism are works which deal with the phenomenon in a broader and more general way.

There are several limitations of the search results and its comparison. The databases
contain different sources. Some of them are the same, some of them are different. Thus
some of the search results in the particular databases are also the same and some are
different. Every database has slightly different search tools. The numbers of the search
results are quite small. Moreover, too often, particularly when searching for conscious
business, the results are publications dealing only with social and environmental respon-
sibility which can be confusing for researchers who would just have been starting in the
field of conscious business. But on the other hand, it perfectly reflects present confusion
and the necessity to clarify the difference between conscious business and corporate social responsibility. And it is also important to mention, that the access to the databases is subject to a subscription.

### 3.2. Google Scholar

Unlike the three above mentioned databases, Google Scholar is a public bibliographic database of scholarly literature. Even though it has also many limitations (Walters, 2009) nowadays it has been considered a relevant database for academic research (Engert, Rauter and Baumgartner, 2016). However, the search results from Google Scholar are not well comparable with the results from the three previous databases. When using the same search criteria, Google Scholar returns 2,320 results for the phrase conscious business and 1,690 for conscious capitalism. Google Scholar does not offer a tool to determine how many among them are books, academic articles, etc. But Google Scholar can rank the results based on their relevance. Google Scholar uses a combined ranking algorithm (Beel and Gipp, 2009) weighting the full text, the author, the publication or the number of citations. For the purpose of this paper only five most relevant results for both key phrases are presented. The results for the phrase conscious business are shown in table 3. A short annotation and a critical note accompany every search result.

**Table 3: Google Scholar search results – Conscious business**

<table>
<thead>
<tr>
<th>Key phrase</th>
<th>Conscious business</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Kofman, F. 2006. Conscious business: How to build value through values.</td>
<td>Kofman explains that when doing business we need to ponder the most fundamental questions pertaining to human existence and let the insights guide our business choices. He also suggests ways how to do so.</td>
<td>Kofman is a strong proponent of conscious business. On his initiative, Conscious Business Academy offering free online courses was established within LinkedIn.</td>
</tr>
<tr>
<td>2. Sisodia, R.S. 2009. Doing business in the age of conscious capitalism.</td>
<td>The paper describes how the context for business has changed fundamentally in the past two decades, calling for a new approach to business that reflects rising levels of consciousness of all stakeholders.</td>
<td>Sisodia is an important promoter of conscious business/capitalism. He is a founder of Conscious Capitalism, Inc.</td>
</tr>
<tr>
<td>3. Mackey, J. and Sisodia, R.S. 2013. Conscious capitalism: Liberating the heroic spirit of business.</td>
<td>The authors explain the features and benefits of conscious capitalism and give concrete examples of successful conscious businesses.</td>
<td>The book is a typical example when the terms conscious business and conscious capitalism are used interchangeably.</td>
</tr>
<tr>
<td>4. Zappalà, G. 2010. Beyond corporate responsibility: The spiritual turn and the rise of conscious business.</td>
<td>It is a crucial report explaining why the current society is turning towards spirituality and consciousness including conscious business.</td>
<td>This result was ranked high in Google Scholar. Only when reading it, it turns out it is the third from three follow-up research reports.</td>
</tr>
</tbody>
</table>
The main purpose of the article is to investigate cleaner production practices in Turkey. It deals with environmentally conscious business. The article was ranked high in Google Scholar. However, environmental consciousness is a very small part of conscious business.

The search results for the phrase conscious capitalism are shown in table 4. Again, a short annotation and a critical note accompany every search result.

Table 4: Google Scholar search results – Conscious capitalism

<table>
<thead>
<tr>
<th>Key phrase</th>
<th>Conscious capitalism</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Fyke, J. P. and Buzzanell, P. M. 2013. The ethics of conscious capitalism: Wicked problems in leading change and changing leaders.</td>
<td>The authors proof the benefits of conscious leadership and conscious capitalism training and point out some problems at the same time.</td>
<td>A very practical study based on which is shown how beneficial – although not a panacea – conscious capitalism can be.</td>
</tr>
<tr>
<td>4. Aburdene, P. 2005. Megatrends 2010: The Rise of Conscious Capitalism.</td>
<td>In this book the author presents the rise of conscious capitalism as an important megatrend of the first decade of 21st century.</td>
<td>The book was a bestseller and the term conscious capitalism was widely spread thanks to it. It has been often cited till nowadays.</td>
</tr>
</tbody>
</table>

Source: author
3.2.1. Results analysis

Google Scholar found a hundred times more results for the key search phrases than EBSCOhost, Scopus or Web of Science. Among five most relevant results for conscious business there are two books. The author of the most relevant book Fred Kofman is a business practitioner, currently a vice president at LinkedIn. He as well as LinkedIn does a lot to foster the practice of conscious business, for example they offer free online conscious business lectures.

Rajendra S. Sisodia is an academician; however, he cooperates strongly with business managers, particularly with John Mackey, the founder of Whole Foods. Their book was published first in 2013 and again with a new preface in 2014. This book was a result for both the search phrases, which proofs that the terms conscious business and conscious capitalism are very close each other.

From an academic point of view, it is very important that the study by Gianni Zappalà appears as a highly relevant search result. In this study and in its two previous studies a broad spiritual context of the changing business paradigm is explained. The fifth article deals with a particular part of conscious business – clean production. Unlike the first four search results, this one was found also in EBSCOhost and Web of Science.

Among five most relevant results for conscious capitalism there are three books. The first result was already commented above. The second result, an article, was found also in EBSCOhost and Scopus. And the third result, also an article, was found also in Scopus. Both of them deal with certain problems of conscious capitalism, thus are a very good supplement to the books which presents the phenomenon mainly in a positive way. The book by Patricia Aburdene (2005) plays an important role in the development of the ideas of consciousness in business and it is good to see Google Scholar ranked it among the most relevant sources. The fifth result, the book by David A. Schwerin (2011), shows that the term conscious capitalism was used in a book title already in 1998 when this book was first published. In the book David A. Schwerin argues that in the 21st century the businesses will evolve spiritually to become conscious companies. The book was published again in Routledge in 2011 when the forecast has been already an emerging reality. Comparing the practice of conscious business and the search results which are supposed to reflect the reality, Google Scholar provides much more relevant results.

4. Other important thematic literature

The intention to conduct the literature review came after some deeper study of the phenomenon of conscious business. In this part of the paper other sources which were not found in EBSCOhost, Scopus, and Web of Science or were ranked lower in Google Scholar are briefly mentioned. These sources were found by the author when conducting the research. Alongside Google Scholar, Amazon (Books and Kindle) were used for the search. Using Amazon is not a typical academic search. The same search phrases and criteria were used for the search. The advantage of this search strategy is that also sources which relate to the topic but do not have the exact phrase in their title or keywords are offered.

The phenomenon of conscious business or conscious capitalism is mainly connected to the U.S.A. However, in 2017 a book Conscious Business in Germany (Stahlhofer, Schmidkonz and Kraft, 2017) was published. In this book the concept of conscious business is shortly introduced and several cases of German conscious companies are presented.
Conscious business (or conscious capitalism) is closely linked to conscious leadership. Without using literally these terms Whatley (2017) asks very serious questions and claims leaders to create so called islands of sanity. According to her “a culture focused on individual freedom can only result in narcissism, polarization, conflict, estrangement, and loneliness. What is the meaning of life when it is all about me?” she asks (Wheatley, 2017, p.69). On the other hand, Benett, Reilly, Gobhaiand and Welch (2009) focus on the role of the consumer. They point out that particularly consumers do not want to partner with profit-only oriented antisocial companies. Even though the book is focused mainly on corporate branding it advises to rethink the role of the corporation in the society.

Other sources are important to understand the broader philosophical and societal context of the business paradigm change. According to Gupta (2017), the social, economic, and cultural unrest and chaos that we are witnessing today is a living example of economics growing without corresponding growth in human consciousness. The process of consciousness shift can be described as a journey from I – Me – My approach to We – Us – Ours approach to life. The popularity of conscious business is related to an increasing interest in spirituality in the current society. As Kourie (2007) argues, humanity is witnessing a deeper longing for unity and understanding. Interest in spirituality is an indication of a deep-felt desire within the hearts of people to find unity and wholeness, both individually and in society. Pavlovich and Corner (2014) provide the evidence of the change. They found that spiritual practices increase conscious awareness which, in turn, shapes entrepreneurial intentions and venture characteristics focused on shared value.

In response to the growing interest in spirituality Bouckaert and Zsolnai (2011) published Handbook of spirituality and Business. They argue that the transition from a market-driven capitalist economy towards a values-driven post-capitalist economy is linked to a new interest in spirituality as the art of managing the non-material resources of mankind. However, spirituality remains a vague and confusing concept that needs clarification and they try to provide it.

Last but not least the title Firms of Endearment (Sisodia, Wolfe and Sheth, 2007; 2nd ed. 2014) has to be mentioned. The authors show on concrete examples that conscious approach towards business pays off even in terms of profit. Conscious businesses have to operate in the current financial system. To be sustainable and able to develop themselves also conscious companies have to be profitable. But the way of profit making and the way the profit is used is specific to them.

5. Discussion and Conclusions

The main goal of this paper was to provide an overview of the current literature on the topic of conscious business. Based on the results it is apparent that academia should pay more attention to the topic and to start academic research in the field. Conscious business has been a growing phenomenon, however, its reflection in academic literature has been quite modest so far. Our results presented in this paper have several limitations and each of them represents an area for further research.

The first limitation of the results is the non-existing definition of conscious business. Conscious capitalism is also often used to describe current changes in business. For this reason, we used both the terms as key search phrases. The second limitation is that not every relevant source uses at least one of these phrases in its title, keywords or even in the full text. For conducting a systematic literature review as a next step of the research, more search key phrases have to be used. The third limitation of the results is the time
span of the search (2005–2017). To our knowledge when starting the research the first important publication was from 2005. However, thanks to the search in Google Scholar we found that another book on conscious capitalism was published already in 1998. And also the focus on only English written literature limits the results.

For the search itself, we used the usual academic databases EBSCOhost, Scopus, and Web of Science. Their big limitations are the sources they contain. From an academic point of view, they contain high-quality academic works. But the numbers of search results we received would suggest that conscious business or conscious capitalism are marginal phenomena. But they are not.

Google Scholar which has been slowly accepting in academia provided a much more objective reflection of the development of conscious business or conscious capitalism in literature. It returned thousands of results and the most relevant among them were books and articles used not only in academia but also popular among general public including business leaders. Some of them are written by academicians, some of them by business practitioners. However, the question “Regarding conscious business, which is ahead – practice or academia?” can be definitely answered in favor of the practice.

The literature review presented in this paper is a good basis for future research on the phenomenon of conscious business. In the further research, a definition of conscious business has to be established. Conscious business then has to be examined as a broad social phenomenon, not only as a business practice.
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Abstract

The goal of this paper has been to summarize basic legal and economic features of selected private and public instruments in income assurance for ageing persons. It will outline some options that are available in order to assure their income after retirement given the circumstances of Czech law. The paper will discuss selected saving instruments and issues of property management and connect them with interest preferences of ageing persons. It shall involve first pillar of the state pension insurance in the Czech Republic, the third pillar – supplementary pension savings scheme in private participation funds. Instruments such as building saving scheme, bank deposits, real property investments and capital market instruments will be mentioned in their basic issues.

Keywords: Pensioners’ Income Assurance, Legal Regulation, Public Social Security, Pension Management Companies, Participation Funds, State Contributions, Taxation, Property Management

JEL Code: K11, K36, H55

1. Introduction

The goal of this paper will be to summarize basic legal and economic features of selected private and public instruments in income assurance for ageing persons. It will outline some options that are available for pre-retirement persons in order to assure their income after retirement given the circumstances of Czech law. The paper will expand the existing theories regarding legal issues of property management and connect them with interest preferences of ageing persons (Rašticová et al., 2013), incl. ex-management members.
The paper will outline the selected legal and economic features (liquidity, risks, basic issues of taxation, state contribution, commutability of payment and postponing of payment, options of provider change, obligatory nature of the payment, length, limitations by retirement age) of the first pillar of the official pension system in the Czech Republic, i.e. social security insurance discussed e.g. by (Aspalter, 2009), the third pillar, i.e. supplementary pension savings scheme in participation funds (existing since 1994, reformed since 2012–2013) along with other instruments that have been aimed at different goals but are also useful for pre-pensioners in order to save money for the retirement phase of life.

2. Overview of relevant literature

This paper involves four basic areas of legal, economic and social sciences literature sources that shall be mentioned below. It will also be based on the specific legal acts that are mentioned in the Results part and thus are not reviewed in this overview.

2.1. Literature Regarding Ageing Society

The existing papers and book by (Rašticová et al., 2013), (Mikušová, Rašticová, 2015) and (Rašticová, Kubíčková, Bédiová and Pavlíková, 2016) introduce the theories regarding the ageing society with aging seniors as its members. There seniors also involve the ex-management members as the ageing persons, very often completely active even in their late 60s and 70s. The aforementioned articles use slightly different methodology than this article. They establish a partial conclusion that elders are seriously threatened by poverty which proves to be a true risk for majority of world’s retired persons, it has been confirmed by the international statistics (ILO, 2014).

2.2. Economic Sources on Corporate and Household Income and on Social Security

(Sirovátka, 2005) has applied the social indicators of poverty and social exclusion for the households which face the risks of income poverty based on the Czech Republic’s structure of social security benefits by the state. They have not introduced private instruments for savings into their model and sticked with the public Bismarckian system.

On the other hand, (Antoniewicz, 1996) gives the example of USA and shows that subjects are deciding on the allocation of money on the basis of their housing and life needs and their satisfaction of these needs.

A person’s income may be modelled using the methods and models that have been introduced by (Hřebíček, Soukopová, Trenz, 2014). This specific paper discusses creating the model of the income side of enterprises, it directly impacts the income of the manager having the profit premium plan and also the income of the corporation owner. The enterprise somehow adjusts the manager’s income according to the management contract and to the decision of shareholders. It is a decision of a manager and owner that affects the distribution of income in the corporation – the similar applies to a household.

There are existing economic resources discussing the economic statistics of the social security system in European countries, such as (Aspalter, 2009). Aspalter discusses the evolution of pension system in Czech Republic, Poland, Hungary and Slovenia in a mutual comparison with regard to Ideal-Typical Welfare Regime Theory by Weber and Hekman.
He notes that all these countries still partly follow the Bismarckian system of the social security. Also, general statistics incl. Europe are provided by (OECD, 2017).

It is important to put the central European system which is rather protective for the social benefits recipients in contrary to the international comparison. International Labour Office estimates that 48% of people worldwide which are of pensionable age do not receive any pension at all. Some of the remaining 52% receive a pension income which is not adequate. (ILO, 2014) This resources clearly demonstrates the economic range of the social issues that have been mentioned by (Rašticová et al., 2013) in chapter 2.1.

### 2.3. Legal Sources and Acts Regarding Social Security

Legal Sources involve the property management and individual instruments for assurance of money in the retirement phase of life, such as (Mikušová, 2015). Also, another legal aspect for securing the money in the long term is the supervision of the financial market by (Kyncl, 2015). There is also a significant discussion regarding the demands of consumers (including ageing managers) for quality foodstuffs. Some of them involve the food with clearly declared geographical origin, such as in (Kelblová, 2014).

### 3. Methodology and Data

The paper will outline the basic legal and economic features (liquidity, risks, basic issues of taxation, state contribution, commutability of payment and postponing of payment, options of provider change, obligatory nature of the payment, length, limitations by retirement age) of the first pillar of the official pension system in the Czech Republic (social security insurance), analyzed by (Aspalter, 2009), the third pillar – supplementary pension saving scheme in participation funds (existing since 1994, reformed since 2012–2013) along with other instruments that have been aimed at different goals but are also useful for pre-pensioners in order to save money for the retirement phase of life (building savings scheme, life insurance, bank deposit).

The discussed issue are based on a more general method of household on the allocation of money between deposits, bonds, equities, fund shares, housing and other types of assets along with liabilities (mortgages and credit) by (Antoniewicz, 1996). He shows the important aspect of the household’s member selection of the asset (property) which the household invest in may also involve buying household’s own house that is considered to be a separated issue and shall not be involved in this article. This article demonstrates the different methods that ageing persons could use in order to avoid existing risk of poverty in their lives, (Rašticová, 2013) although it is apparent that these methods could not obviously be applied under all circumstances (ILO, 2017).

Given these sources, the current article applies general principles of property management to ageing persons. The options of the allocation of money in this article have been modified on Czech circumstances from (Antoniewicz, 1996) and adapted to the selection of instruments for saving the money for retirement phase of life.

**The methodology does not involve any quantitative comparison of the aforementioned ways how to assure the income in the process of ageing.**
4. Results (Comparison of Legal Instruments)

The results are organized by the type of legal instrument which is available for the ageing person in order to secure his/her income in the retirement phase of life. Other instruments such as building saving scheme, bank deposits, real property investments and capital market instruments will be discussed in their basic issues.

The analyzed parameters shall be:

A) Liquidity of the instrument,
B) Risks,
C) Basic issues of taxation,
D) State contribution,
E) Commutability of payment and postponing of payment,
F) Options of provider change,
G) Obligatory / facultative nature of the payment,
H) Length of the payment,
I) Limitations by retirement age.

4.1. The First Pillar – Pension Insurance Paid by the State as Social Security Contribution in PAYG System and its Benefits

The first pillar, the state-operated pay-as-you-go pension insurance scheme, has been introduced with the legal effect as of 1st January 1996 in the Act no. 155/1995 Sb., on Pension Insurance as amended.

A) According to its economic definition, liquidity of the pension insurance does not depend on the will of the entitled person – only the fulfilment of the legal conditions activates the benefits provided from the pension insurance system.

B) There are substantial risks for migrating management members working in countries outside the European Union – art. 48 of the Treaty on the Functioning of the European Union guarantees only recognizing of the insured periods while working in the EU. There may be substantial problems with ageing persons who have worked outside the EU in the countries without a bilateral or multilateral social security treaty with the Czech Republic for substantial amount of time (and therefore).

C) The pension insurance benefits are generally tax exempt and therefore do not affect the both pre-retirement and post-retirement property taxation. On the other hand, all pension insurance is a social security contribution, i.e. a form of payroll taxation, as it is confirmed by OECD tax levels and tax structure statistics (OECD, 2017).

D) 100% of pension insurance benefits is de facto the state contribution provided for the in the running system (pay-as-you-go).

E) During the phase of pension insurance payment (both before and after the retirement), the commutability of payment is not available as the specific insurance rate is stipulated by the Pension Insurance Act. Postponing of payment may be granted in the conditions according to Act on Social Security Insurance (usually, upon written request to Social Security Office and after careful assessment of beneficiary’s personal conditions in the administrative procedure).

F) The administrator of the pension insurance scheme is currently the Czech Social Security Administration under the government department of the Ministry of Labour and Social Affairs, with part of the social benefits administered by the Labour
Office of the Czech Republic. As in majority of EU obligatory social insurance systems, there is no option to change the provider of the benefits and administrator of the insurance.

G) It is an obligatory payment to the public agency. Unlawful non-payment of pension insurance may constitute an administrative tort according to Act no. 250/2016 Sb., on Torts, that could be also committed by corporations. It could be even criminal felony – according to art. 241 Czech Criminal Code, it also involves the employers – enterprises that are not paying pension insurance for their employees and statutory bodies.

H) The length of the pension insurance is rather different from all other instruments. Because it is an obligatory sum paid to the state (by economically active persons), the ageing person may not choose how long he/she will pay the pension insurance. The payment of insurance is limited by its minimum for sole enterprises (natural persons). It could be paid from the moment of person’s birth by gaining the enterprise in the inheritance procedure (even by nasciturus). The Czech Republic also pays the pension insurance for children up to 18 years, students up to 26 years and for seniors to itself (de facto it is a transfer between the Ministry of Finance account for State Exchequer, so called “Státní pokladna”, and the Ministry of Labour and Social Affairs account for pension insurance system). If the insured persons with insurance payments paid by the state also have their own income, they pay pension insurance on the income.

I) There are limitations of some old-age pension benefits by retirement age, however they do not apply for disability, widows’, widowers’ and orphans’ pensions.

4.2. The Second Pillar – Retirement Savings Scheme

The second pillar, according to the Act no. 426/2011 Sb., on Retirement Savings Scheme has been abolished on 31st December 2015, therefore it has not been a part of this comparison. There has been a legal problem how to settle the money paid in 2nd pillar. In 2016, the participants of the scheme had the chance had the right to select the method of transfer of their money in 2nd pillar – to banking account, using post money order or transfer to the third pillar (below). If they did not request the refund until 30th November 2016, they are now entitled to request this money as a tax overpayment from their Financial Office.

4.3. The Third Pillar – Supplementary Pension Savings Scheme

There are two different schemes of the 3rd pillar, having national regulation:

1) supplementary pension insurance according to Act 42/1994 Sb. on Supplementary Pension Insurance with State Support as amended (could not be concluded yet),

2) supplementary pension savings according to Act no. 427/2011 Sb. on Supplementary Pension Savings as amended (also applicable for new contracts, too).

The 3rd pillar has not been affected by the abolishment of the 2nd pillar in the 2015 pension reform, the resources in the abolished pillar could be transferred to 3rd pillar.

A) Liquidity of the money in the third pillar is very low – it may be withdrawn only after reaching the specific age according to the pension plan (usually 60 years of depositor’s age). Before reaching the age, the cancellation is tied with the risks mentioned in G.
B) The risks involve the risk of the pension company’s default (while the Supplementary Pension Act stipulates the protection of depositors).

C) The taxation involves the deduction of tax base for personal income tax (upper limit by 12000 CZK per year deduction of tax base, bottom limit gradually increasing due to combination with state contribution). There is a duty to repay the tax in case of supplementary pension savings contract cancellation. Also, the additional profit after the end of supplementary pension savings is taxed by the same tax.

D) The state contribution is granted in case of deposits exceeding specific yearly limit (which has gradually been increased). When there is a cancellation of a contract, the stated contribution has to be returned by the pension plan holder.

E) Commutability of monthly or different deposit is granted using the amendment of a contract, within the limit that has been allowed by the pension company.

F) The option of provider change has been granted by the Supplementary Pension Savings Scheme Act of 2011, it had also been granted by 1994 Act after an amendment (which is still applicable to contracts signed until 2012). Currently, a fixed transfer fee is paid by the pension plan holder if the contract has not existed for more than 5 years.

G) The obligatory nature of the payment is only relative after concluding the contract – it depends on the specific text of the contract and its Terms and Conditions. The payment itself may be postponed only until the end of the current month. When the contribution is paid, it could be paid in the lower amount; then it leads to the temporary lowering of the saved monthly sum or in non-participating at the savings scheme in that month; it depends on the specific contract as well as on terms and conditions.

H) The length of the supplementary pension savings scheme may vary, while upholding the mentioned legal limits by Supplementary Pension Savings Act and the limits of a pension plan by the pension companies.

I) Limitation by retirement age could be set by the pension plan but retired persons could save money in the scheme and collect state contribution or tax deductions, too.

4.4. The Non-Pension Instrument – Bank Deposit

A) Bank deposit according to Banking Act no. 21/1992 Sb., is a resource with quick liquidity, the bank transfer could be executed any time – with the contractual sanctions for early debiting of term deposit based on the banking account contract.

B) It has some risks, although limited by the deposit guarantee schemes that have been introduced by the Banking Act no. 21/1992 Sb. as amended. It involves a risk of the bank’s default.

C) Basic issues of taxation involve the taxation of bank balance premium by the withheld tax according to Income Taxes Act.

D) Along with the Act no. 370/2017 Sb. on Payment System, which regulates the payment accounts (such as current account), there is no second act covering the deposit account and there are no direct state contributions existing in bank deposits.

E) The payment commutability is granted by the fact that there has been no exact “depositing plan” concluded by the client – the process of transferring deposits to an account is purely voluntary. That means every individual payment could also be postponed at any time.
The provider of payment services may be changed by the change in standing payment order or in payment order (even without the change of bank account) – although, there are legal mechanisms that enable the customers to transition their account from one bank to another (according to Czech Banking Association standard and according to Act no. 370/2017 Sb., on Payment System).

The nature of the payment to the account is strictly facultative and could be ended, modified or re-newed at any time (though contractual sanctions may be activated).

The length of the standing order is not limited by the Payment System Act, could be practically at least two payment order executions but could be limited to one execution after the first one. The number of executions is solely facultative.

There are also no general limitations by the retirement age for bank deposits.

4.5. The Non-Pension Instrument – Life Insurance

The life insurance does not primarily aim at income assurance during the retirement but that has been omitted by the providers in some cases. According to Insurance Industry Act and according to art. 2758 and following Civil Code, the goal of insurance is to secure the insured persons against the loss of income of his/her heirs after his/her potential death. Secondary goal may be to collect the money in the case of survival through the insurance period. A contracting party of insurance could be identical with an insured person (it is not a rule, the simplification used below).

Specific case of life insurance no. FA/SR/ZP/211/2014 – 3 (John Doe vs. AXA životní pojišťovna a.s.) has been recently decided by the Czech Financial Arbitrator. In this case, the Financial Arbitrator has ruled that the insurance company had incorrectly informed its customer during the contract drafting and contract signing (through specific broker) that the goal would have been to assure the money revenue for the ageing time period. According to the financial arbitrator, this information has been misleading, and therefore illegal in the relation with consumer. It is not clear whether this case’s outcome could be generalized, the decision depends on the specific structure of the contract drafting and informational documents provided the consumer. However it seems that in other cases, the consumers have been misled by brokers of the insurance company, too.

A) Liquidity of life insurance is extremely limited, the money is available only after the end of the insurance period, after the cancellation of life insurance (which is clearly economically detrimental) or after the death of the insured person.

B) The risks of the life insurance involve the risks of the instrument where the money has been invested in (mainly with investment life insurance). There is also a risk of non-participation at the market growth with capital life insurance. The next risk is a risk of the insurance company’s default.

C) The life insurance enables the deduction of tax base for personal income tax, also discussed by (Kyncl et al., 2013). It is limited by 12000 CZK per year deduction of tax base (in comparison with complimentary pension savings, it is provided from zero yearly insurance paid).

D) There are no state contributions provided for a life insurance (in comparison to complimentary pension savings).

E) Commutability of monthly or different insurance fee is granted using the amendment of a contract, within the limit set by the insurance company.

F) There is no option of provider change, rather there is an option to cancel the previous life insurance and to conclude a new one – that is leading to a loss of tax deductions, re-taxation of these deductions.
G) Life insurance is a facultative private instrument concluded by a contract. Postponing or lowering of the payment could be allowed according to contractual text, although the non-payment in first two months usually result in cancellation of the contract. The non-payment later may result in insurance fee enforcement once the insurance protection has been provided.

H) Length of the insurance period and of the insurance protection is not legally limited by Civil Code (could be even one day). It is usual to conclude the insurance contract up to 65 years of age or later, with month, quarter or yearly insurance periods.

I) There is a practical limitation of the payout of the money by retirement age – the tax limitation for the accountability of life insurance for tax base discounts is enabled only by the fact the life insurance period ends after 65 years of the insured person. Retired persons could insure and collect tax deductions, too.

4.6. The Non-Pension Instrument – Building Savings Scheme

Other private scheme for saving money has been Building Savings scheme provided by the Building Savings Banks that are also banks. Building Saving Scheme is discussed by (Radová, 2005), they have shown the number of over 6 mil. clients of this scheme with deposits exceeding 244 bil. CZK in March 2004 (while the Czech Republic had over 10 mil. inhabitants at that time). The use of building savings scheme practically has two phases, 1) building savings depositing in the form of building savings (banking) account contract according to Civil Code and 2) acquiring building savings (consumer) credit, under the definition of consumer credit according to art. 2 Act no. 257/2016 Sb. on Consumer Credit as amended.

A) Liquidity of the buildings savings scheme during the building savings contract (before passing of 6 years) is very limited, the money is available only upon cancelling of the contract with specific penalties (and that brings substantial losses in the form of forfeiture of state contributions for all the time).

B) The aforementioned also constitutes a risk for building savings scheme as, beyond the risks mentioned for the bank account, there is also a risk of default of the building savings bank.

C) The scheme is levied by a bank balance premium withheld taxation.

D) The account holder is entitled to receive the state contribution for his/her own contributions to the account. It is gained only according to the real amount of money credited to the building savings account yearly – the ex-ante plan is not relevant.

E) The commutability of payment and postponing of payment is allowed but both of them limit the entitlement to a state contribution (which is credited to the account).

F) Options of provider change are granted any time as the subject has an option to terminate an account any time and to create a new scheme. Length of pre-withdrawal term is limited by 6 years. On the other hand, the person could have only one building savings account reported to the Ministry of Finance for the state contributions.

G) The building savings contributions are facultative, with the effect mentioned in A) and D). It also limits the credit financial standing of account holder. Once the building credit is provided, its repayment is obligatory.
H) So far, its phase 1 has been regulated without the legally set limit of money use after the withdrawal of money from the building savings, i.e. after the end of the deposit duration, such as 6 years after initial contract concluding. Financing of the Building Savings Credit in the phase 2 could be provided only for housing purposes – it is strictly limited to the use of monetary resources for acquisition of residential property. Therefore the use of this instrument as a credit for ageing elder’s financing is rather marginal, with the exception of saving the money for buying the retirement flat.

I) There are no limitations by the retirement age for building savings scheme. Even retired persons could save money in the scheme and collect state contribution, too.

5. Discussion

As it has been shown in the previous results section, there are significant options for ageing managers and elderly persons that wish to prevent themselves from the substantial loss of income. There is a slight issue in the society of the people having no social security provided (ILO, 2017) or the people with limited social security. The basic recommendation is to combine both the public and private resources (based on parts G)) for assuring their income under the ageing circumstances. That is a method to avoid risks discussed in parts B). As an outcome of parts I), some savings instruments are not limited by retirement, retired persons could be encouraged to save money for themselves and for their heritage. According to parts A), F) and G), the highest liquidity and the biggest liberty of assets control is gained by using the bank deposit during the economic activity of a manager for depositing the money and its withdrawal during the retirement. In some other methods, regarding F), the option to change the provider of services legally exists but is practically unusable or risky due to the duty of returning the state contribution or repayment of previously received tax deductions (in complimentary pension savings, life insurance and building savings).

It is clearly identifiable from the discussion of (Hřebíček, Soukopová, Trenz, 2014) that the resources that shall be used by the ageing manager depend on an economic modelling on a manager income and held assets (such as housing, shares, funds, trusts etc.).

Households may be inspired by general recommendations for corporations.

The options that have been mentioned in subchapters from 4.2 to 4.6 are subject to the supervision by the Czech National Bank, mentioned by (Kyncl, 2015). It is essential in the protection of third parties’ assets and for the trust of the clients. Trust is definitely required for the willingness of clients to invest money.

6. Conclusions

The goal of this paper has been to summarize basic legal and economic features of selected private and public instruments in income assurance for ageing persons. It has outlined the options that are available for ageing persons in order to assure their income after retirement, mainly for ageing managers or professionals with monetary resources but the conclusions are applicable to the general public. This goal has been fulfilled according to the outlining of the facts and legal background, in the chapter 4 and discussion in chapter 5.
Selected legal and economic features (liquidity, risks, basic issues of taxation, state contribution, commutability of payment and postponing of payment, options of provider change, obligatory nature of the payment, length, limitations by retirement age) have been discussed for the social security insurance (1st pillar), supplementary pension savings (3rd pillar) along with other instruments that have been aimed at different goals but are also useful for pre-pensioners in order to save money for the retirement phase of life (bank deposits, building savings and life insurance). Specific case no. FA/SR/ZP/211/2014 – 3 which brought the legal issue of different goal for these instruments has been mentioned. Real property investments, capital market instruments and an abolished 2nd pillar – retirement saving scheme have been excluded due to complex nature of the analysis that would go beyond the scope of this article.

It is important to emphasize the possible amendments by legal acts, changes of corporate practice – the article complies with the usual market practice in January 2018.
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Abstract

Recycling has become an important part of the society, because recycling spare resources and reduces CO2 emissions. However, the recycling companies have to deal with increasing legal requirements and regulations of the government, which are very costly.

The recycling companies’ acquisition of raw materials from the customers of the producing industry has increased significantly in recent years. In addition, the demands of the customers of the producing industry have increased and changed dramatically. The changing and increasing demands of the customers lead to growing competition in the recycling sector. So far, the recycling and disposal of the producing industry has generally been carried out by two companies. The recycling of the metal scrap was carried out by a recycling company where the disposal of waste (garbage, foil, paper, etc.) was carried out by a disposal company. The last few years, however, the fact is that the producing industry wants the recycling and disposal from “one hand”. The customers only want one contact person. As a consequence, the recycling companies are now competing with the disposal companies in the already strong competition in this sector.

The objective of the paper is to show the customer demands and also to clarify, that the strategic alliances are a possibility to face the changing customer needs and the growing competition in the recycling sector.

Keywords: strategic alliances, growing competition, raw materials

JEL Code: E00

1. Introduction

Recycling is becoming more and more a focus of the society. The recycling companies contribute, that valuable raw materials are returned back to the material cycle. By using the
secondary raw materials, the mining of primary raw materials can be reduced, the re-
resources can be spared and CO2 emissions saved (D’heur, 2004), (Wirtschaftsvereinigung
Stahl, 2016).

Steel is one of the most recycled materials. The recycling companies use appropriate
aggregates and technologies to process the scrap for their subsequent use in the respective
steelworks and foundries. The share of secondary raw materials in crude steel pro-
duction has risen in recent years (Wirtschaftsvereinigung Stahl, 2016). The following il-
lustration shows the share of secondary raw materials in the production of crude steel, 
aluminium and copper in Germany in 2013:

![Share of secondary raw materials in the production of crude steel, aluminium and copper](image)

Figure 1: Share of secondary raw materials in crude steel production
Source: Statista (2015)

Frequently, the discussions of the society and the governments around the topic of
recycling are forgetting, that the recycling companies are faced with a growing competi-
tion in this sector and also have to manage the increasing and changing customer behav-
iours.

2. Methodology and Data

The author first wants to show the growing competition in the recycling industry. There-
fore the method of the literature research was used. In doing so, books were selected
which specially deal with the topic of competition and requirements in the recycling sec-
tor. The databases and homepages of different organizations were also examined and
evaluated.

In order to identify and to clarify the changing customer demands and needs, an-
nouncements of german private and public companies were analysed. The scope of the
study was 30 announcements of private and 100 announcements of public companies.
Therefore the author used both, internal and external, sources of information for data collection. The internal sources are mainly announcements from private companies whose content can not be published due to confidentiality agreements. The external sources of information were mainly used to get information about the announcements of public companies.

The paper should show that the formation of strategic alliances is a possibility to handle the challenges of the growing competition and changing resp. increasing customer demands and needs. Therefore the method of expert interviews was used. In the course of the study five experts were requested and four of them were approved and realized.

3. Results

The literature research shows that the competition of the recycling companies can be assigned to the form of the polypol. This form is characterized by the fact that many competitors meet many customers. Prices are thus regulated by supply and demand. In the form of the polypol, the margins are generally low. The following figure gives an overview of the different types of competition:

Table 1: Forms of Competition
Source: own description based on, Hutzschenreuter (2015)

<table>
<thead>
<tr>
<th>Competitors/Customers</th>
<th>one</th>
<th>few</th>
<th>many</th>
</tr>
</thead>
<tbody>
<tr>
<td>one</td>
<td>Bilateral Monopoly</td>
<td>Limited Monopsony</td>
<td>Monopsony</td>
</tr>
<tr>
<td>few</td>
<td>Limited Monopoly</td>
<td>Bilateral Oligopoly</td>
<td>Oligopsony</td>
</tr>
<tr>
<td>many</td>
<td>Monopoly</td>
<td>Oligopoly</td>
<td>Polypoly</td>
</tr>
</tbody>
</table>

The recycling companies are also confronted with falling commodity prices, a growing margin pressure (Schmid, 2009), (bvse e.V., 2016). These facts are certainly reasons for the growing number of insolvencies in the recycling sector. Only in 2014, 94 companies from the recycling sector in Germany had to file for bankruptcy. About 985 employees were thereby affected (EUWID Europäischer Wirtschaftsdienst GmbH, 2015).

This enormous competition makes it necessary for the recycling companies to examine and adjust their value-added activities to the corresponding success factors in order to secure long-term market and competitive success. The decisive criteria need to be dominated by the companies in order to be able to take a leading position in the long term or to defend them (Wingert, 1997).

The literature research and the evaluation of the announcements show that medium-sized recycling companies are often confronted with announcement conditions,

---

which can hardly be accomplished by the medium-sized recycling companies. Due to unfair conditions, medium-sized recycling companies are only rarely able to participate in public announcements (bvse e.V., 2015).

The announcements of the public companies are often characterized by short announcement periods, as well as by the right to unilateral contract extensions at the same conditions. Because of the two-stage announcement procedures, the companies are subject to further disadvantages, since this creates a great pressure on the margins. On the other hand, the public and private companies expect from the recycling companies the latest vehicle technology, flexible pick-up rhythms, state-of-the-art weighing and identification systems. High contractual penalties are also imposed (bvse e.V., 2015). The figures below show the results of the evaluation of the announcements:

Figure 2: Award period of private companies
Source: own description

Figure 3: Award period of public companies
Source: own description
Pricing of private companies

- Linked prices on indices: 86.67%
- Fixed prices: 13.33%

Source: own description

Pricing of public companies

- Linked prices on indices: 5.00%
- Fixed prices: 95.00%

Source: own description
The current recycling industry is characterized by the fact that the recycling companies have either specialized in the recycling of waste or in the recycling of metals. This is reasoned by the fact, because in previous times the private companies had on the one hand a waste disposal company for collecting the waste and on the other hand a recycling company for collecting the scrap and metals.

Now the needs of the private manufacturing companies are changing. They demand a “one-hand solution”. The disposal of the waste and metals has to be carried out by only one recycling company. This fact leads to the described growing competition, because recycling and waste disposal companies additionally compete with each other.

The method of expert interviews was used to clarify, if the strategic alliances are a possibility to face the described challenges. First of all a brief overview of the surveyed experts is shown:
Mr. Hammer is both positive and negative about strategic alliances. With the help of strategic alliances, competences can be bundled or created and costs can be reduced. Also the changing customer needs could be accomplished and you can use a cooperative competition. However, strategic alliances curtail the independence of individual companies.

The company I Metall Trading GmbH already has strategic alliances with other recycling companies in the areas of warehousing and material treatment and processing. The reasons for this were the avoidance of lengthy and expensive licensing procedures and bureaucracy.

Loyalty and uniform quality awareness are described by Mr. Hammer as basic requirements for a strategic partner. The decisive factor for success, which contributes to the success of a strategic alliance, Mr. Hammer sees in the mutual trust and the conviction that they are stronger together than alone.

Mr. Wierscholowski sees the formation of a strategic alliance as an opportunity to meet the future challenges, like growing competition and changing customer needs. But his company currently has no strategic alliance with another company. However, he does not exclude this for the future.

The encounter at eye level, trust and reliability are for him the basic requirements for a strategic partner. Furthermore, Mr. Wierscholowski sees a common, clearly and clearly defined goal as a decisive success factor, which contributes to the success of a strategic alliance.

Mr. Huber is clearly very positive about strategic alliance. The Thommen AG already has strategic alliances with other companies in the fields of logistics, central purchasing and operating resources. These alliances were formed on the basis of market development, like growing competition through changing customer behavior and because of the optimization of processes and procedures.

From the point of view of Mr. Huber, the basic requirements for a strategic partner are trust and system potential. He sees the success factor for the success of a strategic alliance in open and direct communication.

Mr. Althoff is positive about the formation of strategic alliances to face the future challenges. The company TSR Recycling GmbH & Co.KG already has strategic alliances in the areas of purchasing and marketing. These alliances were formed to ensure sales security. Mr. Althoff sees the basic requirements for a strategic partner in the geographical availability as well as in the selection of the divisions in which his own company is not strong enough. In addition, the corporate culture must be mutually consistent. In his view,
the success factors that lead to the success of the strategic alliance are trust, honesty, fairness and the willingness to compromise.

4. Discussion and Conclusion

The research has shown that the competition in the recycling industry has intensified, not least because of changing and growing customer demands. The recycling and waste disposal companies have various possibilities to react to the previously mentioned challenges:

The first possibility of the recycling and waste disposal companies is, that they build additional expertise in unknown areas and invest in the required infrastructure (investments in new container systems and vehicle fleet, expansion of storage areas and storage capacities, ensuring marketing, acquiring know-how by recruiting specialists) for being able to offer the manufacturing companies a “one-stop recycling”. They thus enter into the hard competition with each other. The consequence of this strategy is a high risk due to high capital use, but also an opportunity to retain existing customers and to win new customers by offering the unique selling proposition “one-hand recycling”.

The second possibility is, that the recycling and waste disposal companies do not react to the changing customer demands and continue to concentrate on their core competency. The consequence of this strategy is a high risk, as this can lead to the loss of customers and in extreme cases to insolvency.

The third possibility, which is the focus of the paper, is to form a strategic alliance to complement each other. The disposal and recycling can be coordinated either through the waste-or metal recycling company. The result is, that the customers only have one contact and “one-hand recycling”, as desired. The consequence of this strategy is a low risk due to low capital use. By selecting a strong strategic partner, companies can continue to focus on their core competences and they are also able to avoid additional competition. Through the formation of a strategic alliance, the recycling and waste disposal companies can offer the additional benefit of “one-hand recycling” and thus stand out from the respective competition. New customer potentials can be developed. Likewise, with the help of the strategic alliance, an oligopolistic competition can be created from the polyopolous competition form. This is a possibility for the recycling companies to expand their margins.

The expert interviews have also shown, that they favour to create a strategic alliance to face the customer needs and the growing competition. The experts and also many other companies have therefore recognized that they can only be successful with a strategic partner and can only compete against the intense competition. Therefore, the importance of strategic alliances increases. The strategic alliances should be distinguished by a fair taking and giving between the partners in order to generate value for both partners (Kotler et al., 2011), (Ebinger, 2001).

Strategic alliances are not only concluded by large companies, because medium-sized companies are increasingly seeing a promising path in the development of strategic alliances. Due to the growing competition, it is therefore hardly surprising, that companies want to protect themselves against potential or current competitors by means of strategic alliances (Heck, 1999).

Implementing a strategic alliance is a major challenge for the involved companies. Strategic alliances often fail due to cultural or organizational reasons. The complexity of the organizational implementation is often underestimated by the companies. The risks are only considered inadequately and the opportunities remain unused (Heck, 1999).
The management often fails to develop realistic, operational and consistent concepts. The general opinion is, that strategic alliances can be implemented without further ado. Because of this, no special requirements are formulated and the implementation is often left to the middle management, which may be overwhelmed by the implementation. A lack of acceptance and motivation among the employees also makes it difficult to implement a strategic alliance (Heck, 1999).

These reasons often lead to the failure of a strategic alliance. Companies need to be aware, that the formation of a strategic alliance is a very complex project that should be considered with the utmost attention. In the future, the importance of strategic alliances will continue to grow and companies will invest even more in the establishment of operational and strategic relationship networks (Heck, 1999).

It can be conclusively summarized, that strategic alliances are a possibility for the recycling and waste disposal companies to face the changing customer needs and the growing competition. But it must also be taken into account that it is not easy to form a strategic alliance. This is also a serious challenge.
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Abstract

The study addresses the issue of material deprivation of older people in the European Union. The discussed research problem concerned in particular the phenomenon of material deprivation in the context of demographic changes and the ageing process of the society, as well as the methods of measuring material deprivation. Its expression is the research hypothesis, according to which the level of material deprivation rate varies depending on the examined age group, as well as the differentiation of deprivation symptoms in individual countries of the European Union. In order to verify the hypothesis formulated in this way, the problem of an ageing population in the European Union countries and its effects up to 2080 as well as the income level differentiation depending on the type of household were analysed first. Next, the phenomenon of material deprivation and indicators used for its measurement were discussed; furthermore, with the use of agglomeration methods, EU countries were divided into relatively homogeneous groups in terms of symptoms of material deprivation. The analysis was carried out according to age and gender. The study showed the diversity of symptoms of material deprivation between separate groups of EU countries. These differences are particularly visible in single-person households of people below and over 65 years of age. It should be added that in the majority of countries, the material deprivation rate was higher for women, especially those over 65 years of age. In the context of the conducted research, it should be stated that the ageing of society will affect the level of the material deprivation rate in the future.
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1. Introduction

The problem of population ageing is one of the biggest challenges facing European Union (EU) countries. Population ageing is reflected in the growing share of older people combined with the decreasing share of people of working age in the total population. As a consequence, there is an increasing number of people in retirement age, whose material situation in comparison to people who are in working age is usually worse. In the case of a part of seniors, old age can mean poverty and living on the margins of social life. The broadly understood problem of poverty is one of the key elements of the European Union’s policy. In the wake of the financial and economic crisis of 2008, one of the goals of the Europe 2020 Strategy was to reduce poverty and social exclusion by at least 20 million people by 2020. This objective was defined by the EU Council on the basis of three indicators that were agreed and developed under the open method of coordination for social protection and social inclusion. One of them is the material deprivation rate, that expresses the inability to afford some items considered by most people to be desirable or even necessary to lead an adequate life. Bearing in mind the above premises, a research problem was undertaken, which was formulated in the form of questions: What are the effects of the ageing of population in the EU and what is their impact on the level of meeting the life needs of older people? What is the level of material deprivation in EU countries and are there any differences in terms of its symptoms depending on the age group? On the basis of such a defined problem, a research hypothesis was put in place, according to which the level of material deprivation rate varies depending on the examined age group, as well as the differentiation of deprivation symptoms in individual countries of the European Union. Derivatives and hypotheses of the undertaken research problem are the main objectives of the study, which include: characteristics of the ageing process in the EU and its effects up to 2080, and analysis of material deprivation of older people, taking into account its symptoms.

The structure of the study reflects the adopted research objectives. Firstly, changes in the age structure of the society in the EU were discussed. Next, the income distribution depending on the type of household was presented in a synthetic way, and the phenomenon of material deprivation and rated used to measure it were discussed. In the last part of the article, based on previous considerations, using agglomeration methods, EU countries were divided into relatively homogeneous groups in terms of symptoms of material deprivation. The analysis was carried out according to age and gender. The whole study ends with a summary that contains the most important conclusions from the research.

2. Trends in population ageing in the EU

The problem of population ageing, which began in Europe decades ago, is one of the greatest challenges facing European Union countries. Population ageing is a tendency which is visible in the transformations of the age structure of the population and is reflected in the growing share of older people combined with the decreasing share of people of working age in the total population. The growing percentage of older people in the population is the result of two overlapping processes: increasing life expectancy and so-called Second Demographic Transition (van de Kaa 1987) characterised by a decrease in the number of births and marriages, shifting of the mean ages at childbirth and family formation towards older age groups, an increase in the number of divorces and informal relationships (Kubicki, 2010, p. 2).
The demographic ageing process is characterised by such traits as (Błędowski, Sztur-Jaworska, Szweda-Lewandowska et al. 2012, p. 6):

- Old-age feminisation, expressed by the number of women (Figure 1) increasing with the transition to successive age groups. In 2010, the average EU life expectancy for men was 76.9 years and for women 82.8. In 2015, it was respectively 77.9 years and 83.3 (Eurostat 2017a).
- Singularisation in old age, which is manifested by the high percentage of older people staying in households composed of one person;
- Double ageing, which means a faster than total rate of increase in the percentage of people aged 80 and more (table 1).

![Population pyramid](image)

Note: 2016: estimate, provisional. 2080: projections (EUROPOP 2015)
Figure 1: The EU-28 population pyramids in 2016 and 2080 (% of the total population)
Source: Eurostat 2017b (online data codes: demo_pjangroup and proj_15npms)

As a result of demographic changes taking place in EU countries, the percentage of older people in the total population will increase significantly in the coming decades, when a larger percentage of the so-called post-war baby boom generation will reach retirement age. This, in turn, will lead to an increased burden with social protection expenditure on people of working age. The population pyramid (Figure 1) showing gender distribution and five-year age groups in 2016 is narrow at the bottom and resembles a parallelogram due to post-war baby-boom cohorts resulting from high fertility rates in several European countries in the mid-1960s the last century. This baby-boom generation is still a large part of the working-age population. The first of these large cohorts born over 20–30 years is now reaching retirement age. A convexity reflecting this boom will move up the pyramid, while the lower part corresponding to the working-age population and the base become narrower (figure 1). The increase in the relative share of older people in the population is also due to the prolonged average life expectancy. These changes are defined as “ageing at the top” of the population pyramid. On the other hand, the persistent low fertility rates over many years contributed to the ageing of population, which
resulted in a decrease in the share of young people in the total population. This process is called “ageing at the bottom” of the population pyramid.

Another aspect of population ageing is the progressive ageing of the older part of the population (the so-called double ageing), because the relative size of very old people is growing at a faster pace than any other age segment of the EU population. It is predicted that the percentage of people aged 80 or more in the EU-28 population will more than double in the period from 2016 to 2080, from 5.4% to 12.7% (table 1).

Table 1: Population structure by major age groups, EU-28, 2016-80, (% of total population)

<table>
<thead>
<tr>
<th>Age Group</th>
<th>2016</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
<th>2060</th>
<th>2070</th>
<th>2080</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–14 years</td>
<td>15.6</td>
<td>15.5</td>
<td>14.9</td>
<td>14.7</td>
<td>14.8</td>
<td>14.9</td>
<td>15.0</td>
<td>15.2</td>
</tr>
<tr>
<td>15–64 years</td>
<td>65.3</td>
<td>64.2</td>
<td>61.2</td>
<td>58.3</td>
<td>56.7</td>
<td>56.1</td>
<td>56.2</td>
<td>55.6</td>
</tr>
<tr>
<td>65–79 years</td>
<td>13.8</td>
<td>14.5</td>
<td>16.7</td>
<td>17.9</td>
<td>17.4</td>
<td>16.9</td>
<td>16.3</td>
<td>16.4</td>
</tr>
<tr>
<td>80+ years</td>
<td>5.4</td>
<td>5.9</td>
<td>7.2</td>
<td>9.1</td>
<td>11.1</td>
<td>12.1</td>
<td>12.5</td>
<td>12.7</td>
</tr>
</tbody>
</table>


As a result of the population ageing process, an increasing proportion of the population, regardless of their will, will be forced to constantly define their identity and build a social position without resorting to traditional social roles (Beck 2002; Beck and Beck-Gernsheim 2002). In the case of some seniors, old age means or will mean poverty, and in the case of some, social exclusion may also occur. This exclusion may have a character of (Czapiński, Panek 2009, p. 337–352):

- structural exclusion – related to the place of residence (village), low education and low income correlated with it;
- physical exclusion – due to old age, disability;
- normative exclusion – resulting from addiction to alcohol or drugs, conflict with the law, loneliness and being a victim of discrimination;
- material exclusion – related to poverty.

From the point of view of the European Union’s social policy, which has been reflected in one of the objectives of the Europe 2020 strategy, i.e. reducing poverty and social exclusion by at least 20 million people by 2020, structural and material exclusion seems to be crucial. This is due to the fact that three indicators are used to measure the degree of achievement of the set goal, the level of which directly or indirectly depends on the amount of income. Therefore, the starting point for the analysis of poverty and social exclusion is the analysis of the level of income. From the point of view of the problem of material deprivation of the elderly and the population ageing process, it is particularly important that the median income of people over 65 in 2015 accounted for 93% of the similar value for people under 65. In six EU countries (Greece, Spain, France, Luxembourg, Hungary and Romania), the median income of people over 65 was equal to or higher than the median income of people under 65. The lowest median value of the income of older people (at the level of 60–75% of this indicator for people under 65) was recorded in Bulgaria, Estonia, Latvia, Lithuania and Malta (Eurostat 2017c). These relatively low rates may reflect the amounts of pensions, which are the most important element of the income of older people, in particular women (Lodovici et al. 2011; Kiaušienė and Vaznonienė 2017, p. 428). Pension systems can play an important role in addressing

---

45 These are: at-risk-of-poverty rate (after social transfers), material deprivation rate and the percentage of people living in households with very low work intensity.
3. Material deprivations in the concept of measuring poverty and social exclusion

The phenomenon of material deprivation is an important element from the point of view of the European Union’s social policy, and in particular one of the objectives of the Europe 2020 strategy to reduce poverty and social exclusion. In most studies on poverty, it is assumed that people are poor when: “their resources are so seriously below those commanded by the average individual or family that they are, in effect, excluded from ordinary living patterns, customs and activities” (Townsend 1979). Poverty in this sense includes two basic elements: inability to participate, which may result from inadequacy of resources. Most quantitative research has until recently used income levels to measure poverty. However, this approach was increasingly challenged. Therefore, direct measures of deprivation are of increasing importance in research. Although non-monetary rates for monitoring living conditions or quality of life have a long history, their use for the analysis of poverty began with the use of non-monetary rates of deprivation in the context of poverty measurement (Townsend 1979). Townsend used these indicators to determine and confirm the income poverty threshold, and graphically presented the importance and scope of poverty due to the deprivation of everyday objects and activities widely recognised as significant. The availability of new rates has become a source of criticism of using income levels to measure poverty due to the inability to identify people who cannot participate in their societies due to a lack of resources (Ringen 1988). Since then, interest in Townsend’s indicators has increased, which resulted in numerous studies of material deprivation measures in OECD countries both in Europe and outside its territory. In Europe, widespread adoption of social exclusion / inclusion terminology reflected, among other things, the fear that exclusively focusing on income neglects an important part of the actual situation, while strengthening interest in material deprivation and, more broadly, a multi-dimensional approach to measuring poverty and exclusion (Nolan and Whelan 2007, Burchardt, Le Grand and Piachaud 2002, Boarini and Mira D’Ercole 2006, Bradshaw and Finch 2003). The interest in measuring and researching material deprivation in OECD countries outside Europe was visible, among others in Headey (2008) research for Australia; Jensen et. al. (2002) for New Zealand, or Blank (2008) for the United States (Kus, Nolan and Whelan, 2017).

At present, there is also a significant number of studies, including comparative ones for the EU, from countries covered by the European Community Household Panel Survey, and more recently, from the mid-2000s, also research using data from the EU Statistics on Income and Living Conditions (EU-SILC). A study by Fusco, Guio and Marlier (2010) was carried out in cooperation with Eurostat, with particular emphasis on the use of deprivation rates in the process of social integration of the EU. The material deprivation rate was adopted at the EU level by the European Commission in 2010 as one of the direct measures of poverty and social exclusion (Nolan and Whelan 2011, European Commission 2011).

Material deprivation refers to the inability for individuals or households to afford those consumption goods and activities that are typical in a society at a given point in time, irrespective of people’s preferences with respect to these items (OECD 2007).
should also be emphasised that the causes of material deprivation are associated with low education, which is correlated with the level of income (Gibson and Asthana 1999). Three indicators are used to measure the phenomenon of deprivation in the EU. The material deprivation rate is an indicator in EU-SILC that distinguishes between individuals who cannot afford a certain good or service, and those who do not have this good or service for another reason, e.g. because they do not want or do not need it. The indicator adopted by the Social protection committee measures the percentage of the population that cannot afford at least three of the following nine items: to pay their rent, mortgage or utility bills; to keep their home adequately warm; to face unexpected expenses; to eat meat or proteins regularly; to go on holiday; a television set; a washing machine; a car; a telephone. The second rate is the severe material deprivation rate which is defined as the enforced inability to pay for at least four of the above-mentioned items. The last one is persistent material deprivation rate defined as the enforced inability to pay for at least three (material deprivation) or four (severe material deprivation) of the above-mentioned items in the current year and at least two out of the preceding three years. Its calculation requires a longitudinal instrument, through which the individuals are followed over four years (Eurostat 2016).

4. Methodology and Data

The study used data from 2010–2016 for 28 EU countries from EU-SILC survey (Eurostat databases). The main variables used in the research were: mean equivalised net income (in PPS), severe material deprivation rate (in %) and variables regarding symptoms of material deprivation (nine previously mentioned needs).

The indicated variables were analysed in a section of age and sex. In the age section, the focus was on people and households of people aged 65 or over and people under 65.

In order to assess the differences in income in the age and gender section, the income gap ratio was used. Income gap represents the difference between average equivalised net income of people less than 65 years (or male) and of people 65 years or over (or female) as a percentage of average equivalised net income of people less than 65 years (male).

In order to check how income influences severe material deprivation rate, econometric modelling was applied. Due to the nature of analysed data (panel data with a balanced panel – data for 28 countries for a period of seven years – 2010–2016), models for panel data were used. General notation of the panel model (Maddala 2006, p. 644; Osińska 2007, p. 410):

$$y_{it} = \beta_0 + \beta_1 X_{it} + \alpha_i + \nu_t + \mu_t , \ i=1,...,N, t=1,...,T,$$

where: $\beta_0$ – absolute term; $\beta_1$ – parameter of the model; $X_{it}$ – values observed on explanatory variable; $\alpha_i$ – individual effects, part of the variability of $y$ variable, typical of $i$-th

---

46 In the case of data regarding median equivalised net income in PPS for the European Union (EU-28), 2016 data were used, since only from this year, averaged data for 28 EU countries in the PPS are provided. In the case of grouping of countries in terms of similarity of material deprivation symptoms, data from 2010–2015 were used due to the fact that in these years, it was possible to obtain information on all variables for the EU-28.
unit (N effects); \( v_t \) – periodic effects, part of the variability of \( y \) variable, typical of \( t \) period (T effects); \( u_{it} \) – purely random distortive component.

In the course of the research, model parameters were estimated for people under 65 and those in many 65 years or more. First, parameters of a pooled model were estimated. The model assumes that all units in the model are similar; therefore, they can be described with a simple total regression model. Next, diagnostic testing was performed to determine whether there were any significant effects that would suggest the choice of a fixed effects model or a random effects model.

In order to group the European Union countries into homogeneous groups similar in view of the symptoms of material deprivation (nine indicators taken into account in the construction of severe material deprivation rate) hierarchical clustering analysis was performed. In the research Ward’s agglomeration method with the Euclidean distance was used.

5. Results

Comparison of the median equivalised net income (in PPS) in the European Union countries using the income gap ratio between people under 65 and people aged at least 65 in most countries falls in favor of people under 65 (table 2). The largest differences in income of these two groups in 2015 were observed in the case of Estonia (35%), while the smallest in Greece (0.3%). In the age section, greater disproportions are noticeable in the group of women. Similar differences in terms of income are visible in two-person households (2 people under 65 and those in which at least one person is over 65 years of age)\(^{47}\). The largest disparities in income were related to households in Estonia (38%), and the smallest in Slovenia (0.8%). A comparison of income by gender in a given age group indicates, on the other hand, smaller differences in incomes of women and men under 65 (2%). The same rate in the group of people aged at least 65 years was 10.8% in 2015.

Table 2: Income gap in European Union in 2015 (in %)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Less than 65 years versus 65 years or over</th>
<th>Males versus females</th>
<th>A&lt;65 vs A&gt;65</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>total</td>
<td>males</td>
<td>females</td>
</tr>
<tr>
<td>EU-28</td>
<td>4.0</td>
<td>-1.2</td>
<td>7.9</td>
</tr>
<tr>
<td>Best</td>
<td>0.3</td>
<td>-1.1</td>
<td>-0.6 IT</td>
</tr>
<tr>
<td>Worst</td>
<td>35.2</td>
<td>27.6 EE</td>
<td>39.2 EE</td>
</tr>
<tr>
<td>Poland</td>
<td>6.0</td>
<td>-0.9</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Note: A<65 vs A>65 – two adults younger than 65 years versus two adults, at least one aged 65 years or over; values for EU-28 were calculated on the basis of data from 2016; a negative value of the rate means an advantage of the income of the examined group in relation to the reference group. Source: own calculations based on: Eurostat 2017d (online data codes: ilc_di03)

In order to confirm the impact of the income level on the level of severe material deprivation rate, model parameters for panel data were estimated. Separate models for people under 65 (model 1) and those aged 65 or more (model 2) have been estimated.

\(^{47}\) Eurostat does not examine the variation in the level of income in households composed of one person (for those below and over 65).
In the case of all the models considered, residual variance test results as regards the significance of individual effects provided the basis for rejecting a null hypothesis that assumes the correctness of the OLS panel model in favour of an alternative hypothesis that recommends the use of a fixed effects model. In the case of both models, the Hausman test confirmed the correctness of the choice of the fixed effects model. Estimation results of model parameters are presented in Table 3.

Table 3: Estimation results of model parameters for panel data

<table>
<thead>
<tr>
<th>Specification</th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>29.5346***</td>
<td>18.6368**</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>-0.0012***</td>
<td>-0.0007***</td>
</tr>
<tr>
<td>Hausman test</td>
<td>FE</td>
<td>FE</td>
</tr>
<tr>
<td>LSDV-R²(%)</td>
<td>94.98</td>
<td>96.01</td>
</tr>
<tr>
<td>Within-R²(%)</td>
<td>29.81</td>
<td>9.45</td>
</tr>
<tr>
<td>LSDV F p-value</td>
<td>7.08e-94</td>
<td>3.7e-102</td>
</tr>
<tr>
<td>Brusch-Pagan test p-value</td>
<td>5.76e-099</td>
<td>2.83e-107</td>
</tr>
<tr>
<td>Test for constant p-value</td>
<td>3.60e-066</td>
<td>1.84e-079</td>
</tr>
<tr>
<td>AIC</td>
<td>880.30</td>
<td>907.13</td>
</tr>
<tr>
<td>HIQ</td>
<td>918.79</td>
<td>945.62</td>
</tr>
</tbody>
</table>

Note: p-value <0.01 ***
Source: own calculations based on: Eurostat 2017d, 2017e (online data codes: ilc_di03 and ilc_mddd11)

The parameter estimates presented in Table 3 indicate a negative relationship between the variables studied. A higher income level implies a lower level of the severe material deprivation rate. A stronger impact of income on reducing the level of the surveyed indicator can be noticed in the case of people under 65 (model 1).

The differences in income (also among people under 65 and those aged 65) in European Union countries cause that countries also differ in terms of the intensity of the occurrence of symptoms of material deprivation. The countries were divided into two variants: in the group of people under 65 and those aged 65 or more in 2010 and 2015. Figure 2 presents selected dendrograms, in which the largest differences in the distribution of the European Union countries were observed.

In the case of households composed of one person, people under 65 can be divided into two main groups in terms of symptoms of material deprivation. Countries such as: Bulgaria, Romania, Latvia, Lithuania, Greece, Croatia and Hungary form one group in which the highest percentage of households that cannot afford to meet the analysed needs has been observed (especially: to pay their rent, mortgage or utility bills; to keep their home adequately warm; to face unexpected expenses; to eat meat or proteins regularly), and thus in these countries it will be more difficult to reduce the level of material deprivation.
The figure shows a dendrogram for one adult younger than 65 years and one adult 65 years or over. The countries are divided into three groups. Bulgaria and Romania are clearly different from other countries, and the percentage of people who cannot afford to meet the distinguished needs is the largest. This applies in fact to all distinguished symptoms except for the lack of a television set. A separate group was also formed by: Belgium, Austria, Denmark, Netherlands, United Kingdom, Luxembourg, Ireland, Sweden, Spain and France, where the examined symptoms of material deprivation are generally less frequent than in the case of other countries.

In the case of households composed of one person aged 65 or more, the analysis of the dendrogram allows dividing the countries into three groups. Bulgaria and Romania are clearly different from other countries. In these countries, the percentage of people who cannot afford to meet the distinguished needs is the largest. This applies in fact to all distinguished symptoms except for the lack of a television set. A separate group was also formed by: Belgium, Austria, Denmark, Netherlands, United Kingdom, Luxembourg, Ireland, Sweden, Spain and France, where the examined symptoms of material deprivation are generally less frequent than in the case of other countries.
6. Discussion and Conclusions

One of the biggest challenges for the European Union’s social policy in the coming years will be the ageing of society. Although it has been visible for decades, its effects will be particularly visible in the coming period. Three main reasons for these changes can be identified. First, the level of income is different for people under and over 65. In the EU-28 countries in 2016, the median equivalised net income (in PPS) of people aged 65 or more accounted for 96% of income of people younger than 65 years. The second factor affecting the financial situation of households is the singularisation in old age, which is reflected by the high percentage of older people remaining in single-person households. For example, in Poland, 49.3% of older people remain in single-generation households. Such households consist of two-person households run by marriages belonging to the same generation, or just households composed of one person. According to GUS forecasts, in 2030 as many as 53.3% of households composed of one person will be run by people over 65, of which 17.3% by persons aged 80 and more (Błędowski, Szatur-Jaworska, Szweda-Lewandowska et al. 2012, p. 6). Singularisation in old age and single-generation-ness of elderly households have a significant impact on the ability to independently meet the needs. The economic consequences of singularisation in old age particularly affect the population of women, due to the phenomenon of old-age feminisation, which is the third factor influencing the financial situation of older people. In the case of women, the worse situation of older women (65 years or more) is noticeable. For the EU-28 countries, the median equivalised net income (in PPS) for older and young women was 92% in 2016, and 101% for men.

An indicator that enables a multidimensional assessment of the ability to meet needs is the non-monetary rate of material deprivation. The conducted research confirms the impact of the level of income on the level of this rate, while the increase in income has a greater impact on the reduction of material deprivation in the case of people under 65. The analysed symptoms of material deprivation indicate the diversification of EU-28 countries in this respect, as evidenced by the division of countries into groups. Scandinavian countries proved the most egalitarian in terms of the material deprivation rate. Thus, it confirms that the adopted regime of welfare state and the social democratic welfare state have been tested in practice (Kowalski 2015). Generally, in countries with a high level of economic development, there are smaller problems with poverty. A different situation occurs in new EU members of Central and Eastern Europe and in the countries of the south of Europe. In Bulgaria and Romania, the symptoms of material deprivation are so strong that these countries form a separate group. This situation is particularly evident in single-person households of people aged 65 or above compared to those below 65. In the face of ageing societies, actions aimed at reducing the level of material deprivation and reducing the differences between older people and those under 65 years of age and in the context of cohesion policy in the European Union countries will be particularly important. In conclusion, it is also worth noting that the conducted research can be the basis for further in-depth analyses related to the issues raised. Particularly interesting is the issue of the so-called double ageing of society and its impact on the level of material deprivation rate and its symptoms.
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Abstract

Since 2016 significant changes have been made to Act No. 563/1991 Coll. on Accounting based on the mandatory implementation of Directive 2013/34 / EU on annual accounts. Therefore the purpose of this article is, to assess the impact of these changes on microenterprises financial reporting and disclosure of financial information. The particular emphasis is given to assess the quantitative and qualitative reduction of the burden resulting from the implementation of a simplified accounting regime for these enterprises. Fulfilling the meaning of the European directive improving conditions for microenterprises will be evaluated.
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1. Introduction

In June 2013, the European Parliament and the Council issued Directive 2013/34/EU on the annual accounts, consolidated accounts and related reports of certain forms of businesses. This Directive was a substitute for the 4th and 7th Directives. Member States had to implement the Directive in the national accounting regulations with effect from 1st January 2016 at the latest. The purpose of this Directive was to increase the competitiveness and performance of SMEs and to enshrine the principle of “the green light to SMEs”. The aim is to improve the business environment, reduce the administrative burden on these businesses and encourage their internationalization. (Müllerová, 2014). For the first time, this Directive introduces on the basis of specified criteria the categorization of entities
and consolidations into the accounting regulation, defines public interest entities and payment reports for governments. It also represents an effort to reintroduce simple accounting, accounting only for income and expenditure, and for assets and liabilities (Explanatory Memorandum). The Directive in individual provisions permits a Member State to allow micro and small entities to make certain simplifications or exemptions from certain obligations that are otherwise binding without reservation for medium and large entities. At the same time, in some of its provisions, it allows Member States to demonstrate their own will when introducing them into national regulations, but the aim of this application must be to achieve the aims and requirements of the Directive. (Bušovová, 2016). As Hýblová (2015) points out, these variants will, to a certain extent, simplify the application of the Directive, but ultimately reduce the reporting capacity of financial statements because they do not provide users with comparable information. There are a number of options of reporting and valuation of items of financial statements, formal reporting, simplification of reporting for some types of entities, or options to deviate from the Directive (Hýblová 2017). The Member State has also an option to restrict the mandatory application of the principle of materiality to reporting and disclosure (Directive 2013/34 / EU). This applies in particular to micro enterprises, as reported also by Mejzlík (2015).

As part of the implementation of the Directive into the national accounting regulations of the Visegrad Group countries (V4), different procedures can be observed. In the Czech Republic, Poland and Hungary, the implementation alone required only one amendment to the Accounting Act, whereas in Slovakia, there were a number of steps taken in the years 2014–2016 before the Directive was fully implemented into national legislation. As for the categorization of entities themselves, some differences can also be found. The Czech Republic, as the only one, adopted the categorization of entities under the Directive in full (Froschová, 2015). The other V4 countries did not define medium enterprises. This suggests that the comparability of the financial statements will only be possible in the case of large enterprises. One of the Directive’s partial objectives, namely the comparability of entities in the European Union, seems unattainable, as also reported by Deac in 2014. By adopting Directive 2013/34/EU the categorization of entities was broadened as micro entities were added. Classification into individual categories is based on three criteria: balance sheet total, net turnover, and average recalculated number of employees. For an entity to be put into a certain category, it must not exceed two of the three criteria. If an entity exceeds two criteria at the balance sheet date, it automatically falls into the higher category. An exception is public interest entities and selected entities that are automatically considered to be large entities.

<table>
<thead>
<tr>
<th>Category of entities</th>
<th>Assets total (in thousands of EUR)</th>
<th>Net turnover (in thousands of EUR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro</td>
<td>350</td>
<td>EU Directive 750</td>
</tr>
<tr>
<td>Small</td>
<td>4,000</td>
<td>Accounting Act 12,000</td>
</tr>
<tr>
<td>Medium</td>
<td>20,000</td>
<td>EU Directive 40,000</td>
</tr>
<tr>
<td>Large</td>
<td>20,000</td>
<td>Accounting Act 1,000,000</td>
</tr>
</tbody>
</table>

Source: Prepared by the authors, based on EU Directive and the Act on Accounting in the Czech Republic
The reason for choosing the topic to be researched is to find out whether the administrative burden on micro-enterprises has actually been reduced related to accounting obligations. Another reason was to set a definition of a typical micro enterprise, because the criteria given in tab. No. 1 are too wide.

2. Material and methods

The main objective of the paper is to evaluate the impact of changes brought about by the implementation of Directive 2013/34/EU into the Act on Accounting in the Czech Republic with regard to financial reporting and disclosure of financial information, especially on micro enterprises. Special emphasis is given to assessing the quantitative and qualitative reduction of the burden on these enterprises resulting from the introduction of a simplified accounting regime. This will assess whether the Directive’s goal to improve the conditions for micro enterprises was accomplished. The starting point of the survey is simplified accounting practices for micro enterprises that have been implemented in the Accounting Act under the Directive. The new classification of entities according to their size, including the determination of their accounting obligations, is crucial for this paper. Following the analysis of the Directive, alternative solutions for micro enterprises are identified. Subsequently, on the basis of the analysis of the national accounting regulation, specific solutions adopted by the Czech Republic are defined.

In the application part of the paper, it was also examined whether the Directive’s objective of improving the business conditions for micro enterprises was achieved. Specifically, this means reduction in the administrative burden and consequent competitiveness. This part was carried out using a questionnaire where 654 micro enterprises were surveyed. The questionnaire survey focused on the characteristics of micro enterprises and the identification of impacts with a view to reducing their administrative burden. The collected data is clearly presented in the graphs including comments. The method of study is based on the specified objectives. The prerequisite for this paper was the collection of information sources on this issue. In addition to scientific methods, such as methods of description, comparison, analysis, the methods were based on the principles of logical thinking, especially the method of deduction. The method of synthesis was used for drawing conclusions.

3. Results and discussion

3.1. Distribution of entities by size in the Czech Republic

The distribution of entities by category in the Czech Republic as at 31st December 2016 is shown in Table 2. The table shows that micro entities account for almost 90% of the total number, and it is therefore possible to assume that the Directive will be more advantageous to these entities and help them reduce their administrative burden.

The total number of all entities as at 31st December 2016 also includes micro entities with audit obligations. Their estimated total number is 11,895. Their structure by legal form could not be determined, but it can be assumed that the largest number of audited micro entities are limited liability companies followed by joint stock companies. Overall, micro enterprises represent 90.3% of all enterprises in the Czech Republic.
Table 2: Structure of entities on the basis of categorization

<table>
<thead>
<tr>
<th>Form of entity</th>
<th>Total in the CR</th>
<th>Micro</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Small audited</th>
<th>Micro in% expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inc.</td>
<td>26,138</td>
<td>15,905</td>
<td>3,590</td>
<td>1,742</td>
<td>749</td>
<td>2,208</td>
<td>60.8</td>
</tr>
<tr>
<td>Ltd.</td>
<td>438,827</td>
<td>392,007</td>
<td>28,490</td>
<td>3,383</td>
<td>873</td>
<td>4,195</td>
<td>89.3</td>
</tr>
<tr>
<td>L.P.</td>
<td>729</td>
<td>543</td>
<td>67</td>
<td>302</td>
<td>873</td>
<td>4,195</td>
<td>89.3</td>
</tr>
<tr>
<td>G.P.</td>
<td>6,387</td>
<td>6,255</td>
<td>80</td>
<td>6</td>
<td>4</td>
<td>19</td>
<td>74.5</td>
</tr>
<tr>
<td>Total</td>
<td>472,076</td>
<td>414,710</td>
<td>32,227</td>
<td>5,161</td>
<td>1,648</td>
<td>6,435</td>
<td>87.8</td>
</tr>
</tbody>
</table>

Source: Based on the data from the Czech Statistical Office

3.2. Permissible variants under the Directive

In many cases, the Directive contains variant solutions to the accounting of individual situations, which are labelled with “allow or require” wording or references to national legislation. The variant solution has been achieved as a result of the fact that accounting directives are intended for countries that fall under two different systems of accounting regulation. Each European country has its own national regulatory system based on the legal system and the way of financing domestic companies. There are two types of accounting systems: the Anglo-Saxon type and the continental type. The Czech Republic ranks among the continental-type countries. The option of a variant solution can certainly contribute to facilitating the implementation of the Directive into the national legislation of the EU countries. At the same time, there is a practical risk arising from different ways of implementation within possible variant solutions, and a risk that another of the Directive’s objectives, which is to consolidate financial reporting, will not be reached.

The Directive, in the context of choosing variant solutions to individual situations in accounting, states that Member States should take into account the specific conditions and needs of their own markets. At the same time, if there was a situation in practice in which applying a provision of the Directive was in conflict with a true and fair view, the provision of the Directive would not be applied. However, there must be mandatory justification in the appendix and an explanation of the effect on the items of the financial statement. The Directive also requires that the balance sheet and profit and loss account be viewed in the light of the nature of the transaction in question, but subsequently it states that Member States may exempt companies from this requirement.

The variant solutions to individual accounting situations can be divided into two groups. The first group represents the area of the formal arrangement of the items of financial statements (Table 3) and the second group includes the valuation of asset and liability items as well as the use of accounting methods (Table 4).

Table 3: Variants in the formal arrangement of the items of financial statements

<table>
<thead>
<tr>
<th>Subject matter</th>
<th>Variant solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance sheet models</td>
<td>Member States should require that one of the two defined balance sheet models be used. However, they may allow or require companies to modify these breakdown patterns and present short-term and long-term items of the balance sheet.</td>
</tr>
<tr>
<td>Profit and loss models</td>
<td>In the profit and loss account the possibility of cost classification by nature or function should be allowed. Member States should require that one of the defined breakdown patterns be used. They should also be able to allow businesses to submit a financial performance report instead of a profit or loss account.</td>
</tr>
</tbody>
</table>
Specific items of the balance sheet

If the specific nature of a business requires it, the breakdown, classification, and expert nomenclature of the balance sheet items and the profit and loss account shall be adjusted. This refers to enterprises belonging to a particular economic sector.

Aggregate of non-significant items of the financial statement

Member States may allow or require that balance sheet items and profit and loss accounts denoted by an Arabic numeral be aggregated if their amount is insignificant or if their aggregate contributes to greater transparency.

Compensation of individual asset, liability, cost and income items

Any compensation between asset and liability items or between cost and revenue items is prohibited. Components of assets and liabilities should be valued separately. Member States may, in special cases, allow or require enterprises to make offsetting between items, gross amounts must be given in the Appendix.

Presentation of the balance sheet

Member States shall prescribe one or two of the models for the breakdown of the balance sheet under the Directive. If they prescribe two patterns, they allow businesses to choose.

Member States may allow or require enterprises to distinguish between short-term and long-term items in a breakdown which is different from the models of the balance sheets in the Directive if the content of the information provided is equivalent to the content of the information in the Directive.

Presentation of the profit and loss account

Member States shall prescribe one or two models for the breakdown of the profit and loss account under the Directive. If they prescribe two patterns, they can allow businesses to choose.

Member States may allow or require that a presentation of the financial performance statement be presented instead of the presentation of the profit-and-loss items in accordance with the Directive if the content of the information provided is equivalent to the content of the information under the Directive.

Source: Based on the EU Directive

Table 4: Variants of valuation of asset and liability items and choice of accounting methods

<table>
<thead>
<tr>
<th>Subject matter</th>
<th>Variant solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valuation of items of financial statements</td>
<td>Items recorded in the financial statements should be valued at purchase prices or production costs. Member States should be able to allow or require companies to re-evaluate their long-term assets in order to obtain more relevant information.</td>
</tr>
<tr>
<td>Alternative method of valuing fixed assets at revalued amounts</td>
<td>Items recorded in the financial statements are measured at purchase prices or production costs. Member States may allow or require the valuation of fixed assets at revalued amounts.</td>
</tr>
<tr>
<td>Interest capitalization</td>
<td>Member States may allow or require the inclusion of interest on borrowed capital to finance the production of fixed or short-term assets in the cost of production to the extent that such interest is attributable to the production period.</td>
</tr>
<tr>
<td>Cost formula</td>
<td>Member States may allow the purchase price or the cost of manufacturing goods of the same category and of all substitutable items, including investments, to be calculated on the basis of the weighted average prices, according to “first in – first out (FIFO), “last in – first out” (LIFO) or according to the method that takes into account generally accepted practices.</td>
</tr>
</tbody>
</table>
However, the Czech Republic did not implement some of the provisions of the Directive concerning simplification. They involve the possibility of preparing a short-form profit and loss account for medium-sized entities, because medium-sized entities have a statutory obligation to have audited accounts. Furthermore, the possibility of not reporting accruals by micro entities was not accepted. Obviously, the reason was to avoid the reduced administrative burden being redeemed by a decline in the quality of the information provided. The particular provisions of the Directive in the Act on Accounting are shown in the following table.

Table 5: Simplification for micro or small businesses in Czech accounting legislation

<table>
<thead>
<tr>
<th>Subject of simplification</th>
<th>Amendment to the Accounting Act</th>
<th>Amendment to the Directive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro and small entities without an audit obligation do not have to compile an annual report.</td>
<td>Paragraph 1 § 21</td>
<td>Article 19 Paragraph 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Article 31 Paragraph 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Article 36 Paragraph 1</td>
</tr>
<tr>
<td>Micro and small entities without an audit obligation can keep accounts in a simplified manner.</td>
<td>Paragraph 3b § 9</td>
<td>Article 36 Paragraph 1a</td>
</tr>
<tr>
<td>Micro and small entities without an audit obligation can prepare short form financial statements.</td>
<td>Paragraph 4 § 18</td>
<td>Article 36 Paragraph 1b</td>
</tr>
<tr>
<td></td>
<td>Article 36 Paragraph 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Article 14 Paragraphs 1 and 2</td>
<td></td>
</tr>
<tr>
<td>Micro and small entities without an audit obligation do not have to disclose a profit and loss statement.</td>
<td>Paragraph 9§ 21a</td>
<td>Article 36 Paragraph 6</td>
</tr>
<tr>
<td></td>
<td>Article 31 Paragraph 1</td>
<td></td>
</tr>
<tr>
<td>Micro, small, and medium-sized entities are exempt from reporting non-financial information.</td>
<td>Paragraph 3 § 21</td>
<td>Article 19 Paragraph 4</td>
</tr>
<tr>
<td></td>
<td>Article 36 Paragraph 6</td>
<td></td>
</tr>
<tr>
<td>Micro entities will not use the fair value measurement.</td>
<td>Paragraph 7 § 27</td>
<td>Paragraph 19</td>
</tr>
</tbody>
</table>

Source: Based on the EU Directive and the Act on Accounting in the Czech Republic

3.3. Results of the questionnaire survey

A total of 654 micro enterprises were surveyed in the questionnaire. Only 66 of them returned completed questionnaires, which is less than 10%. This low rate of return can be explained by the fact that the companies were asked to provide very sensitive information.

The results of the questionnaire survey can be divided into two parts, the answers about the properties of the micro enterprises in the sample and the answers about the impacts of their reduced administrative burden.

The graph below shows that the most common legal form of micro enterprises is a limited liability company. This trend is logical especially with regard to the number of limited liability companies out of the total number of enterprises in the Czech Republic.
Graph 1: Properties of micro enterprises according to legal form
Source: Prepared by the authors

Graph 2 shows the subject of activity of the micro enterprises surveyed. The most frequent activity is services. We believe that services are a typical activity of a micro enterprise.

Graph 2: Scope of activity
Source: Prepared by the authors

Graphs 3, 4 and 5 are made using the size criteria from the Directive. These are the average recalculated number of employees, balance sheet total, and net turnover.
From the graphs above, it is clear that almost 78% of micro enterprises have a number of employees ranging from 0 to 4. It can also be concluded that almost 82% of micro enterprises have the balance sheet total less than 2 million CZK. A net turnover of up to
4 million CZK is achieved by over 86% of micro enterprises. These percentages are considered significant because they account for over 75% of the occurrence. It can also be pointed out that these intervals characterize a typical representative of a micro enterprise on the basis of the respondents’ answers. From this finding it can be inferred that the criteria of the Directive incorporated into Czech accounting legislation concerning categorization of micro enterprises are too benevolent, i.e. they are set too high. Thus, the majority of enterprises in the Czech Republic (almost 90%) belong to the category of micro enterprises, as shown in Table 2. Based on these findings, it seems appropriate to consider possible reduction in the criteria for the category of micro enterprises.

In the second part of the questionnaire survey, companies were asked whether micro enterprise accounting is conducted internally or externally, whether they consider the categorization of entities beneficial, what form they use to prepare the balance sheet, and whether this form of balance sheet for micro entities is considered sufficient. In connection with the disclosure of financial statements, micro entities were surveyed whether they send financial statements to the Collection of Documents and whether they voluntarily disclose the profit and loss statement. It was also investigated whether with the new Accounting Act they experience a reduction in administrative and financial burdens in accounting and whether they have competitive advantages after being categorized as a micro enterprise.

It was found that all microenterprises know the size category they belong to, but only 15% of them find the categorization of entities beneficial. Seventy-eight percent of respondents outsource all their accounting. At the same time, it is possible to state that 80% of the entities surveyed compose the short form balance sheet for micro entities, but only 62% of them believe that this form is sufficient. In connection with the disclosure of the financial statement in the Collection of Documents, there was an alarming finding that almost 45% of these entities do not know about this obligation. Other entities are aware of this obligation, but only 28% of them meet this obligation. However, none of the entities that send the financial statements to the Collection of Documents voluntarily disclose the profit and loss statement. Surprising was the finding concerning a reduction in the administrative and financial burden. None of the entities reported a reduction in these costs. Some even reported (those applying for bank loans) increased administrative burdens, as they prepare the long form financial statements for that purpose. At the same time, the entities surveyed confirmed that they did not have a competitive advantage over larger enterprises. One of the objectives of the Directive, i.e. a reduction in the administrative burden and simplification of the business environment for micro enterprises in the Czech Republic, was therefore not accomplished.

4. Discussion and conclusion

Although the Directive seeks to harmonize the financial reporting of entities, the question remains whether the application of this Directive will meet expectations. The option of using a short form balance sheet and profit and loss account in the financial statements by micro and small businesses appears to be a very good solution at first glance, given that the enterprises belonging to these categories account for over 90% of all entities in the Czech Republic. Also, the micro entities surveyed confirmed the usefulness of this option. Most of them really prepare short form reports. The advantage for these companies is that they no longer need to disclose a profit and loss statement in the Collection of Documents and they do not have to report in detail on profit achieved. However, it is also
necessary to consider whether the option of using short form statements and subsequent non-disclosure of the profit and loss statement in the Collection of Documents will not adversely affect the decision-making of users of financial statements due to incomplete information. As stated, most of the companies surveyed despite their statutory obligation do not disclose their statements in the Collection of Documents.

It is true even nowadays that micro enterprises have more difficult access to external sources of funding than large companies because of their higher risk. Therefore, short form reporting can become another obstacle to using external sources of funding. This leads to an increase in administrative burdens because financial institutions require long-form financial statements, including a cash flow statement.

It has been shown that micro entities, in most cases, hire external accounting companies, so they often do not know about the changes resulting from the Directive or say they did not feel the change.

The analysis of the Directive has shown that its main objective is to reduce administrative burdens mainly for micro enterprises. This can be considered an advantage that will simplify the situation for preparers of financial statements, but not for their users. The Directive does not contain requirements for reconciliation of financial statements, the creation of a general conceptual framework or the definition of individual items of financial statements. Another problem is the variant solutions labelled as “allow or require” if the provisions of the Directive offer more solutions, often leaving the choice to national accounting legislation.

When comparing the Directive with Czech accounting regulations, it must be concluded that the previously applicable Accounting Act contained an overwhelming majority of the provisions of the Directive.
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Abstract

The article presents an analysis of the possibilities of selling hard coal in reference to environmental regulations of the European Union. Analysis of this sale made it possible to develop a theoretical model for forecasting demand on the domestic market. Proper forecast of demand allows for flexible and dynamic adjustment of the level of production or inventory to changes taking place on the market. It also enables the adjustment of the assortment manufactured to the requirements and expectations of the recipients, which in turn translates into increased sales, the release of financial resources, a reduction of the company’s operating costs, an increase in the financial liquidity of the mines.
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1. Introduction

The structure of the Polish energy mix is largely determined by mineral resources in our possession. Hard and brown coals are basic sources of primary energy in Poland due to rich deposits of these raw materials. However, the energy mix structure in Poland is undergoing a change which is connected with a decrease in the fossil fuels share in the energy mix in accordance with the environmental requirements of the European Union.

The Ministry of Energy has among its studies the energy mix structure until 2050, shown in figure 1.
Four scenarios of the energy sector development have been taken into account. The first, coal scenario, assumes that energy production is based on coal with the 26% share of the renewables; the second scenario, the so called diversified one, forecasts building nuclear power plants and the 47% share of the renewables in the mix; the third scenario, diversified one, does not include nuclear energy. It replaces nuclear power with gas and the renewables, which account for a 53% share in the mix. The fourth scenario, a renewable one, assumes total replacement of coal power plants by gas power plants and renewable sources, which account for a 63% share in the energy mix. More in: (Ecke et al., 2017).

The aim of the article is to analyze the directives of the European Union in the field of environmental protection, which contain requirements for reducing the emission intensity of EU countries, including Poland. The article presents mathematical models for warning forecasting in terms of hard coal production in Poland, which is the basic energy resource of the country and requires the implementation of measures improving its quality parameters.

2. Literature review – Environmental directives

The process of energy generation, transport and utilization leads to significant environmental pollution. In the past decade, concern for the environmental pollution has increased considerably. This issue is widely described in the literature (Kijewska et al., 2016, Korski et al 2016, Krzemień et al., 2013, 2016; Lutyński 2014, Strozik et al., 2016).

An essential element influencing the situation of the Polish coal sector is its regulatory environment. European directives transposed into the domestic legislative system are mainly aimed at decarbonisation actions, which shall result in significant reduction of the role of the qualitatively worst coals in economy. The impact of these regulations on the functioning energy and fuel sectors poses a challenge both for the mining industry as well as energy companies.
In order to provide suitable mechanisms helping to achieve the declared goals of the climate and energy package, a plethora of regulations have been introduced to implement the postulates of the ‘3x20’ package. In particular these are (Malec et al., 2016):


Apart from the legal regulations mentioned above, the energy sector and hard coal position as a fuel for electrical energy production are indirectly influenced by the following regulations:

- Directive 2011/92/EU of the European Parliament and of the Council of 13 December 2011 on the assessment of the effects of certain public and private projects on the environment,

The significant element resulting from the presented regulations is a decrease in coal share and an increase in the renewables share in the Polish energy mix. It requires high investments in order to build a new energy system adjusted to the diversified energy sector.
2.1. The quality of produced and used coals

The origins of qualified coal fuels go back to the first half of the 1990s (Zuzelski et al., 2007, Korzeniowski et al., 2012). Currently, hard coal supply to Polish customers is ensured by both domestic and foreign producers (Stala-Szlugaj, 2017). Coal from imports finds its recipients in a wide group of users: from commercial power industry, to heating plants and a group of individual consumers. The leading supplier of coal is Russia, the Czech Republic and the USA. The parameters of hard coal offered for sale on foreign markets are presented in Table 1.

Table 1: Quality parameters of coal offered for sale by ten major world exporters according to ‘Coal Week International’.

<table>
<thead>
<tr>
<th>Country</th>
<th>Calorific value Qmin – Qmax GJ/Mg</th>
<th>Ash content Amin – Amax %</th>
<th>Sulphur content Smin – smax %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>25–27</td>
<td>0.6–0.8</td>
<td>14–14</td>
</tr>
<tr>
<td>China</td>
<td>24.2–25</td>
<td>0.8–1.0</td>
<td>8–15</td>
</tr>
<tr>
<td>Indonesia</td>
<td>20.9–27</td>
<td>0.1–0.8</td>
<td>1–8</td>
</tr>
<tr>
<td>Canada</td>
<td>24.2–29.0</td>
<td>0.5–1.0</td>
<td>10–14</td>
</tr>
<tr>
<td>Columbia</td>
<td>25.4–27</td>
<td>0.7–0.8</td>
<td>8–9</td>
</tr>
<tr>
<td>Russia</td>
<td>25.4–27.2</td>
<td>0.4–1.0</td>
<td>13–16</td>
</tr>
<tr>
<td>RSA</td>
<td>24.2–25.8</td>
<td>1.0</td>
<td>16–16</td>
</tr>
<tr>
<td>USA</td>
<td>19.7–29</td>
<td>0.4–2.5</td>
<td>5–15</td>
</tr>
</tbody>
</table>

Source: Dubiński, 2005

The table shows that on the market there are coals with high quality parameters. Ash content in final products in 205 American processing plants is very low and accounts for between 5–15% (it should not exceed 15%). The data quoted above characterize the production of energy coal and its quality providing us a glimpse of the world energy sector. Table 2 below presents average quality parameters of energy coals sold to various national consumers. The parameters refer to the working state.

Table 2: Quality parameters of coals purchased by various national consumers.

<table>
<thead>
<tr>
<th>Coal consumers</th>
<th>Calorific value GJ/Mg</th>
<th>Ash content %</th>
<th>Sulphur content %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power plants</td>
<td>19–23 (śr. 21.6)</td>
<td>12–30</td>
<td>0.6–1.2</td>
</tr>
<tr>
<td>Heat and power plants</td>
<td>20–26</td>
<td>14–15</td>
<td>0.6–0.8</td>
</tr>
<tr>
<td>Metallurgy and metal industries</td>
<td>19–25</td>
<td>6–25</td>
<td>0.6–1.2 (0.6–0.8)</td>
</tr>
<tr>
<td>Chemical industry</td>
<td>17–25</td>
<td>12–28</td>
<td>0.6–1.3</td>
</tr>
<tr>
<td>Timber and paper industries</td>
<td>19–26</td>
<td>10–22</td>
<td>0.5–1.0 (0.4–0.8)</td>
</tr>
<tr>
<td>Textile industry</td>
<td>20–26</td>
<td>8–25</td>
<td>0.5–1.0 (0.5–0.8)</td>
</tr>
<tr>
<td>Sugar industry</td>
<td>22–29</td>
<td>8–18</td>
<td>0.4–0.9</td>
</tr>
<tr>
<td>Mining industries</td>
<td>20–26</td>
<td>11–25</td>
<td>0.6–1.0 (0.5–0.7)</td>
</tr>
<tr>
<td>Cement industry</td>
<td>min. 22</td>
<td>12–18</td>
<td>0.8–1.0</td>
</tr>
<tr>
<td>Lime industry</td>
<td>min. 24</td>
<td>max 12</td>
<td>max 0.8</td>
</tr>
</tbody>
</table>

Source: Dubiński, 2005
The table shows that hard coal mines deliver to the market energy coal with crucially diversified quality parameters. It proves considerable production capacity of coal industry, which tries to adapt to high quality demands of the market. Alas, it must be noted that Polish power engineering still burns coal of the worst quality (calorific value, ash content, sulphur content). It is currently a rarity in Europe. Almost the whole production of electrical energy is based on fine coal with a low calorific value of 21.6 GJ/Mg. After Poland had joined the European Union, the issue of mechanical processing, which influences the quality of market coal, became a major issue due to effective European coal quality requirements.

3. Methodology and Data

Coal assortments are described by usually present multiple dimensions in terms of calorific value, ash content, sulphur content and the complexity of variables interacting with each other. The aim of the study is to determine the determinants influenced volume sales using panel data techniques. Econometric models estimated on the basis of panel data are usually oriented to cross-section analysis, and their task is to isolate differences between objects that are inseparable from factors specific to individual objects. In econometric models, estimated on the basis of panel data, it is assumed that the evolution of an explanatory variable is influenced by, in addition to explanatory variables, immeasurable, constant over time and factors specific to a given object, called group effects and/or fixed factors specific to a given period factors, called time effects. Inclusion of group and time effects in panel models makes it necessary to use specific estimation methods. The article analyzes the impact of environmental protection regulation on the sale of carbon products, in order to obtain an answer, which quality parameter influences the choice of coal product by the power industry. The analysis of available data shows that sales are gradually decreasing. The decline concerns lower sales to commercial and industrial power plants. There is also a noticeable stable level of sales in commercial and non-commercial heat plants. The data provided by the Industrial Development Agency, Ltd. was used to build the model. Data with individual categories of assortments is shown in Figure 2.

![Figure 2: Coal assortments sold to consumers on the domestic market.](image-url)
Source: individual study
In principle, it is possible to estimate time series for each case or cross-sectional regressions for each time unit by using the expressions (1) and (2) correspondingly (Gil-Garcí et al., 2013):

\[ y_{it} = x_{it}\beta + v_{it} \]  

(1)

\[ y_{it} = x_{it}\beta + u_{it} + \varepsilon_{it} \]  

(2)

where:

- \( y_{it} \) – explained variable,
- \( x_{it} \) – explanatory variable (vector of variables),
- \( \beta \) – vector with the N dimension of the structural parameters of the model,
- \( v_{it} \) – random error,
- \( u_{it} \) – individual effect,
- \( \varepsilon_{it} \) – pure random error,

where (1) is a model with fixed effects, while 2 is a model with random effects. The importance of panel models is emphasized by articles (Griliches et al., 2007). Wide range of panel models for econometric analysis is also presented by other articles (Baltag, 2003). They undoubtedly apply in the analysis of economic phenomena.

4. Results

Analyze were carried out on panel data techniques and panel models were constructed with a generalized least squares method, a panel model with fixed effects and a panel model with variable effects. The statistics such as R\(^2\), standard error of residuals and sum of residual squares, statistics F, were used to verify the models. The sales level was used as the explanatory variable, the explanatory variables were: caloric content, ash content and sulfur content.

Table 3 contains the numbers characterizing the results of panel estimation using the least squares method. It was found that caloricity is the strongest stimulant of the sales volume. Sulfur content is also closely related to the level of sales.

Table 3: Fixed Effects Model

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Estimate</th>
<th>Std.Error</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const</td>
<td>-1505.09</td>
<td>798.91</td>
<td>-1.884</td>
<td>0.07</td>
</tr>
<tr>
<td>LnCalorific value</td>
<td>146.23</td>
<td>77.08</td>
<td>1.898</td>
<td>0.07</td>
</tr>
<tr>
<td>Ash content</td>
<td>1.81</td>
<td>1.10</td>
<td>1.655</td>
<td>0.01</td>
</tr>
<tr>
<td>Sulphur content</td>
<td>130.20</td>
<td>17.67</td>
<td>7.368</td>
<td>0.00</td>
</tr>
<tr>
<td>Multiple R2</td>
<td>0.74</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R2</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F-statistic (3,20)</td>
<td>18.87</td>
<td></td>
<td></td>
<td>0.00</td>
</tr>
<tr>
<td>Residual standars error</td>
<td>2.265</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: own study

Table 4 presents the results of panel data techniques estimates with variable effects.
Similarly to the model 1, the factor shaping the sales volume is caloric content and sulfur content. The smallest share has ash content. Pay attention the model fitting by coefficients: multiple $R^2$, Adjusted $R^2$, and F statistics. The model also compared products with respect to coarse assortments. You can see that the remaining products are characterized by inferior quality parameters, however, they have a significant impact on the level of sales. It can be concluded that the price is the decisive parameter in choosing products. Therefore, a model with variable effects was also taken into account including the price. The results are shown in Table 5.

From the developed model it is clear that the price level is the factor influencing the level of sales. The products purchased by the energy industry are energy clum and energy mixes, and the prices of these products are lower in comparison to coarse and medium assortments. This model has also the very high the model fitting ($R^2$=95%).

### 5. Discussion and Conclusions

Panel data techniques are useful for solving problems related to the search for determinants shaping the sales volume in mining enterprises. The obtained results indicate an advantage of panel models with variable effects over panel models built with estimation
using the classic least squares method and panel models with fixed effects. Factors determining the sales volume include: caloric content, sulfur content and price. The increase in the quality of these parameters has a positive effect on the change in the level of sales volume.

The Polish mining industry is characterized by large coal resources and a well-developed, modern and efficient technological infrastructure in the field of coal mining, extraction and enriching. It allows for providing a proper amount and high quality of coal fuel to produce electrical and heat energy. An essential problem connected with energy processing of coal fuel is meeting increasingly strict ecological requirements for gases emission into the atmosphere.

To ensure this leading position for the next decades it is necessary to intensify research on advanced technologies of clean coal and rationalization of its use for the sake of future generations. What is also necessary is a reasonable promotion of good quality coal, which would benefit the whole fuel and energy sector as well as the national economy.
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Abstract

In XXI century most of European countries underwent radical changes in economic and social systems. The goal of this paper is to discuss the impact of pension systems on extending working life in Albania, Cyprus and Lithuania. The paper is based on the comparative analysis which is done in the framework of EU COST Action IS1409 “Gender and health impacts of policies extending working life in Western countries”. Comparative analysis is based on theoretical, statistical and secondary data analysis.

In each country, the parametric reforms of increasing the retirement ages have forced old age people to extend their working life. In Albania the pension reform started in 1993 and has continued approximately every ten years, in 2002 and in 2015 tending to have a sustainable Pay As You Go system. In Cyprus major reforms in the Social Insurance Scheme, which covers all the employed and self-employed persons in the area controlled by the Republic of Cyprus, started in 1980 and then after the financial crisis of 2013. In Lithuania pension reform started in 1995, but only in 2004 three pillars system was implemented, new reform was introduced in 2018. However, introduced reforms don’t guarantee well-being of elderly population and rise challenging discussions about what economic and social means should be in place in each country for extending the working life through active involvement and a productive life.
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1. Introduction

This analysis of most important policy developments during the last 10 years was finalized in the framework of the EU COST Action IS1409 “Gender and health impacts of policies extending working life in Western countries”, which created opportunities for exchange of experiences among researchers from the EU countries and neighbouring Western Balkan countries. This was the incentive to realize the comparative analysis on approaches and common problems that are facing policy-makers in the field of pensions. The analysis follows a comparative logic with its starting point the background of each country regarding to the economic, social, and demographic challenges to build adequate social security systems.

In Albania, the welfare state after 1990 was following the Bismarkian model, based on introduction of the social insurance system in health care, pensions, temporary incapacity to work, maternity, unemployment, employment injuries and professional diseases (Law no.7703, dated 11.05.1993). Based on the social right perspective, a large volume of legislation was produced and after 2000 it aims the harmonization with Acqui Communitarie. In this context, the supplementary professional schemes have been developed as the second pillar along with the voluntary private pension schemes.

In Cyprus the first social insurance scheme was introduced in January 1957 and it covered compulsorily the employed persons, with the exception of certain categories of agricultural workers. The self-employed persons and those workers excepted from compulsory insurance were given the right to be insured voluntarily. This first scheme had a major reform in 1980 which introduced an earnings-related social insurance, replacing the previous scheme of flat-rate contributions and benefits. Currently, there is only one Social Insurance Scheme (General SIS) which covers all employed and self-employed persons in the area controlled by the Republic of Cyprus.

Lithuania’s first steps towards pension reform were taken in 1995, following a major economic crisis in the early 1990s. The first reform focused on making parametric changes to the first pillar and increasing the system’s sustainability (Law on State Pensions, 1994). Another two pillars were added to the system in 2004, comprising funded schemes and supplementary pension provision. Contrary to most other CEE countries, Lithuania’s second pillar is not mandatory. It is made up of individual defined contribution accounts, but employees are free to choose whether to join or not. Acceptance of second pillar pensions has been strong and participation has increased rapidly. The third pillar is fairly underdeveloped and consists of voluntary pension funds or life insurance products (http://www.pensionfundsonline.co.uk/content/country-profiles/lithuania/87).

The goal of the paper is to discuss the impact of pension systems on extending working life in Albania, Cyprus and Lithuania.

2. Methodology and Data

Comparative analysis is based on theoretical, statistical and secondary data analysis. This paper includes discussion of the research, legal framework, policy documents, studies and statistical analysis on ageing and retirement.
3. Results

3.1. Albania

In the last years Albanian society has experienced societal changes in life course organizations. Among the factors with impact in such transformations have been demographic indicators of fertility, life expectancy and migration. The last Census (2011) showed the old-age dependency ratio almost doubled from 8.6 percent in 1989 to 16.7 percent in 2011, while in 2030 it was foreseen to be doubled to 32.9 percent (INSTAT, SDC, UNFPA, 2015:9). There is a gender gap to the old-age dependency ratio referring to higher life expectancy to 80.1 years for women compared to 77.0 years for men (INSTAT, 2017:19).

In the life course perspective, transition from employment to retirement is regulated mainly by two basic laws: on Social Insurance and Labour Code. The general system of social insurance is consisted of: compulsory social insurance, voluntary and supplementary social insurance. The state budget is financing the social pension and special state pensions for citizens with special merits in country. The compulsory social insurance covers all economically active population and since 1993 have been under continuous parametric reforms. In 1993 it consisted on unifying for a transitional period the retirement ages at 60 years old for males and at 55 years old for females and increasing the minimum insurance period for old age pensions at 20 years. In 2002 the retirement ages started again to be increased with 5 years for both males and females. The pension reform of 2015 aims the equalization of retirement ages at 65 years old and further increasing the insurance period in 40 years until 2044, as instruments for financial sustainability of the scheme.

The high rates of unemployment, migration and informal economy have been the main factors that imposed frequent parametric reforms on the pension system to influence its main indicators of: a) high dependency rate where 1 pensioner was supported by almost 1 contributor; and b) the replacement rate that didn’t meet the ILO minimum standards of 40 percent of the average wage (ILO, 102/1952). This argument is a strong rationale that people to be interested to extend their working life to maintain their standard of living. “The pension scheme suffers from a very high deficit that makes it financially unaffordable... no longer able to guarantee the balance between the adequacies of benefits with the affordability of costs. Given the importance of pensions for social protection, it is necessary to intervene immediately to reform the system” (Ministry of Social Welfare and Youth, 2014:4).

Increasing the retirement ages has had a direct impact on extending the working life. In 1993 the average age of retirement was 53.2 years old, in 2017 the average age of retirement was increased with 10 years, reaching at 63.2 years old (Xhumari, 2011:36; SII, 2017:10). Although, the share of pensioners in the Albanian population was increased from 13.4 percent of the total population in 1993 at 19 percent of total population in 2016 (Xhumari, 2011:36; SII, 2017:10). Referring to the higher employment of women in two sectors, agriculture and non-market services (public administration), 79 thousand women pensioners receive a rural pension (8,556 ALL/month = Euro 64/month) compared to 45 thousand men. Most of the men receive an urban pension that is twice the rural pension (14,873 ALL = Euro111/month) (INSTAT, 2017:83). The low level of pension for women is related to low wages and low contributing period which for women is 29 years compared to 31.1 for men (SII, 2017:20). Women enjoy their pension for a longer period of 25 years compared to men of 20 years. “The sustainability of pension system is
under severe strains due to low employment, poor collection of contributions, and an unexpected increase in the number of pensioners, as a kind of poverty retirement (Xhumari, 2011:10).

LSMS showed an increase of the poor population at 14.3 percent in 2014, compared to 12.4 percent in 2008 (INSTAT, LSMS 2014). Pension reform of 2015 introduced for the first time a means-tested social pension to the Albanian residents above 70. This measure is directed to benefit especially women, who have higher unemployment rate and higher life expectancy compared to men. Pension reform of 2015 aimed to improve the indicators of the system, incentivizing individuals to pay higher contributions and to increase their insurance period (Ministry of Social Welfare and Youth, 2014:34). Parametric changes of increasing the amount of pensions with 0.5 percent for each month contributing beyond the formal retirement age, as well as removing the limitation of the maximum amount of benefits are expected to encourage extension of working life. Other measures make the transition to retirement more flexible for the professors who are allowed to negotiate for staying longer in that position. In some other cases, experienced retired teachers, doctors and other professionals continue their work in the private sector, since it is flexible. Measures have been taken to formalize the pensioners work beyond the retirement age by allowing them to have a pension and continue working and paying social insurance contributions. Meanwhile, increasing the unemployment rates of young population that is double the unemployment rate of total population remain a big challenge for the Albanian society.

3.2. Cyprus

In Cyprus the current pension system comprises of: The General Social Insurance Scheme, a compulsory earnings-related scheme which covers every person gainfully employed in Cyprus, both in public and private sector, including self-employed; The Social Pension Scheme, an income-tested scheme, which covers residents of Cyprus with no or low pension income (i.e. housewives); The Occupational pension plan, which provides supplementary pensionable benefits to their members. Examples of the Occupational pension plan is the Government Employees Pension Scheme, the Semi-government Sector Employees Pension Scheme, The Voluntary Provident Fund and other similar collective arrangements.

The old-age pension is payable at the statutory pensionable age of 65 for both men and women for both the private and the public sector, provided that the person has been insured for at least 15 years and given some other requirements.

Until 2013 the rate of contribution was 17.9 percent on the monthly wage and was divided to 6.8 percent contributions paid by the employer, 6.8 percent paid by the employee and 4.3 percent paid by the State. For self-employed people the rate of contribution was 16.9 percent on the expected income; 12.6 percent was paid by the self-employed and 4.3 percent by the State. Following the 2013 financial crisis the social security contribution has increased to 20.2 percent on the monthly wage: 7.8 percent contributions paid by the employer, 7.8 percent paid by the employee and 4.6 percent paid by the State. For self-employed people the rate of contribution increased to 19.2 percent on the expected income (14.6 percent paid by the self-employed and 4.5 percent by the State). For the permanent employees of the public sector, the contribution is 3.95 percent for those who have been employed before 2011, and 7.8 percent for those who have been employed after 2011.
In 2007 Hoffmaister, Catalán and Guajardo (2007) in their work “Addressing the Macroeconomic Consequences of Aging in Cyprus: The Case for Pension Reform” concluded that, policy-wise deep pension reforms were required to address the macroeconomic effects of aging. Following the huge financial crisis in March 2013 many reforms took place in the tax system of Cyprus, such as increase in Income Tax, Special Contribution for Defence, Immovable Property Tax, increase in Value-Added Tax, Special Credit Institution, and Special contribution for the private and public sector. Therefore, the social security system could not be an exception.

According to the statistical data regarding the schemes administered by the social insurance services (Social Insurance Services, 2018) in 2014 there were 158,743 pensioners benefited from the pension schemes. This number corresponds to 18.74 percentage of the total population of Cyprus and includes also the people who have received Social Pension, a scheme introduced in May 1995. In 2016 the average percentage of persons benefited from the pension schemes increased to 19.33 percentage. The average amount of pension in 2014 was 633.77 Euro per person (Social Insurance Services, 2018).

The minimum monthly amount pension for a pensioner with no dependents for 2016 was 418.51 Euro and the minimum monthly amount pension for a pensioner with three dependants 592.89 Euro (Social Insurance Services, 2018). The annual expenditures on pensions for the year 2016 were 1.261.200 thousand Euro spent to 148.977 pensioners making an average amount of pension 652.21 Euro per person. The mean monthly wage for 2016 was 1.879 Euro which yields to 34.65 percent of the average pension to the average (Social Insurance Services, 2018; Statistical Service of Cyprus, 2016).

During 2014–2015, the mean labour force participation rate for persons aged 55–64 rose from 56percent to 57.1 percent, (Statistical Service of Cyprus, 2016) both rates above the 50 percent, an objective set by the European Council in the Lisbon agreements in 2000. Notice that the participation rate refers to the number of people who are either employed or are actively looking for work. The respective employment rates for these two years in Cyprus were 46.9 percent and 48.2 percent respectively (Statistical Service of Cyprus, 2016). Given that during an economic recession the participation rate decreases, there is a slight hope that things are starting to improve after three years of recession in Cyprus. Nevertheless, the general feeling and the public opinion is not favouring the late retirement and the current working generation does not want to extend its working live.

Unemployment rates may also be an obstacle to increasing working life and maintain quality life. During the period 2012-2015 unemployment rate among the working labour force in the age group 55–64 rose from 1.19 percent to 2.04 percent, for men from 1.58 percent to 2.66 percent, and for women from 0.75 percent to 1.38 percent (Statistical Service of Cyprus 2016, author’s calculations). Even though these numbers look small relative to 32.8 percent unemployment rate for the age group of 15–24 in 2015, still for seniors in the age group 55–64 is generally accepted that they find it difficult to obtain a new full-time job.

### 3.3. Lithuania

Lithuania suffers from a declining and ageing population. In addition to low fertility rates, negative net migration has a serious impact. In 2004, Lithuania saw the highest rate of emigration among the EU member states that joined the same year. It is estimated that the dependency rate will rise up to 44.9 percent in 2050, which is seven percentage points lower than the EU-25 average, public pension expenditure will increase from 6.7 percent (in 2016) to 8.6 percent of GDP in 2050. These values are roughly four percentage points
lower than the corresponding values for the EU-25 average (http://www.pensionfundsonline.co.uk/content/country-profiles/lithuania/87).

The old-age retirement population amounted to 23 percent as of the end of 2016. Each year, the number of people who have attained the old-age retirement age decreases slightly due to the raising of the old-age retirement age, which will reach the 65-year mark for both men and women in 2026. As of 2017, the old-age retirement age is 62 years for women and 63 years and 6 months for men. According to the data of the State Social Insurance Fund Board (hereinafter – the SSIFB) as of December 2016, about 90 percent of people in retirement age receive a state social insurance old-age pension, while the rest have chosen to receive a disability pension (The Social Report 2016–2017, 2017). As for comparison, in 2014, beneficiaries of old-age pensions accounted for 55 percent of all beneficiaries of state social insurance pensions. The old-age pensions made up 75 percent of all expenditure of state social insurance pensions (The Social Report 2014–2015, 2015).

In 2016 the Government approved the new amount of the basic state social insurance pension and the insured income. As a result, the amount of the basic state social insurance pension increased from Euro 112 to Euro 120, while the insured income of the current year – from Euro 445 to Euro 476 as of 1st January 2017. This increase has affected about 802 thousand recipients of state social insurance pensions. Due to the higher amounts of the basic pension and the insured income, the average old-age pension awarded to people having the obligatory insurance record increased on average by about Euro 20 and amounted to about Euro 287.07 as of January 2017. During 2016, the average annual state social insurance old-age pension of persons having the mandatory social insurance record was Euro 266.18. The ratio between the average annual old-age pension of persons with the mandatory social insurance record and the average annual gross salary of persons insured with all types of social insurance is 40.2 per cent (The Social Report 2016–2017, 2017).

A new version of the Law on Social Insurance Pensions (2016) has reformed the pension scheme and came into force since 2018. Key provisions of the new legal regulation – new pension structure, introduction of pension points and indexing. The new edition of the law provides that the pension will consist of the general and the individual pension parts. The general part of the pension will replace the basic part of the pension and a bonus for the length of the record, while the individual pension will replace the additional part of the pension and reflect person’s contributions paid to the social insurance scheme. The new edition of the law also provides for gradual increasing of the obligatory insurance record for which the old-age pension is paid from the current 30 years to 35 years. At present, the average insurance record for which the old-age pension is paid is already 37 years.

According to the Bank of Lithuania, there are 21 second pillar pension funds. According to the data as of early 2017, about 1.25 million Lithuanian residents accumulate their funds at pension accumulation companies (The review …, 2016). Contributions to pension funds have increased and since 2016 consists of a 2 percent contribution of state social pension insurance, a 2 percent additional contribution by the participant and a 2 percent pension benefit from the state budget. In 2014-2015, the contribution consisted of a 1 percent contribution of state social pension insurance, a 2 percent additional contribution by the participant and a 1 percent pension benefit from the state budget (The Social Report 2016–2017, 2017).
4. Discussion and Conclusions

The issue of increasing the effectiveness of the society investments on extending working life is of a special importance in the context of economic, social, and demographic changes to ageing and decrease of employment. In this context, the pension parametric reforms aimed increasing the retirement ages at 65 years old for both men and women in the three case studies: Albania, Cyprus and Lithuania. Reforms also increased the insurance period from average 20 to 35 years, forcing the group age above 55 to extend the working lives.

Table 1: The parametric reforms of pension systems in Albania, Cyprus and Lithuania

<table>
<thead>
<tr>
<th>Year</th>
<th>1993</th>
<th>2016</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Formal age of retirement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albania</td>
<td>Varied from 45–65 years old</td>
<td>55–65 years old, still in the process of increasing</td>
</tr>
<tr>
<td>Cyprus</td>
<td>Varied from 55–65 years old</td>
<td>63–65 years old</td>
</tr>
<tr>
<td>Lithuania</td>
<td>55 for women, 60 for men</td>
<td>62 for women, 63 for men, will be increased till 65 years in 2026</td>
</tr>
<tr>
<td><strong>Maximum insurance period for a full old age pension</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albania</td>
<td>15–20 years</td>
<td>35 years</td>
</tr>
<tr>
<td>Cyprus</td>
<td>*no official data</td>
<td>at least 15 years for retiring at 65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at least 33 years for retiring at 63</td>
</tr>
<tr>
<td>Lithuania</td>
<td>20 years women/25 years men</td>
<td>35 years</td>
</tr>
<tr>
<td><strong>Replacement rate (average pension/average wage)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Albania</td>
<td>56.4 percent</td>
<td>41.7 percent</td>
</tr>
<tr>
<td>Cyprus</td>
<td>*no official data</td>
<td>34.7 percent</td>
</tr>
<tr>
<td>Lithuania</td>
<td>34.0 percent</td>
<td>40.2 percent</td>
</tr>
</tbody>
</table>

Source: Statistical data from social insurance agencies of each country

The level of social insurance contribution for pensions has been increased to about 20 percent on the monthly wage, divided by the employer, the employee and the State which is supporting the system. It is a high cost paid by the labour forces, compared to the benefits they received. The average amount of pensions in Albania and Lithuania in 2016 was at the minimum standards, with a replacement rate of 40 percent of the average wage. So, since the maximum insurance period almost doubled and the amount of contributions increased in relative and absolute terms, on the contrary, the replacement rate in both Albania and Lithuania remained at the level of minimum standards of ILO Convention no.102 of 1952. Such standards are overtaken from most of the EU member states and in the EU Strategy 2020 was defined 60 percent of the average incomes as the minimum standard of living. Another incentive was that pensioners were allowed to receive their pension and to continue working and receive their incomes and continuing to pay their contributions. Such flexibility on the eligibility criteria for pensions will have an impact on extending the working life.
Table 2: The reformed pension systems in Albania, Cyprus and Lithuania

<table>
<thead>
<tr>
<th>Country</th>
<th>Zero Pillar</th>
<th>First Pillar</th>
<th>Second Pillar</th>
<th>Third Pillar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albania</td>
<td>Social Pensions – from 2015 Income-tested for Albanian residents above 70 years.</td>
<td>Since 1993 a Pay-As-You-Go mandatory social insurance system for all economically active population in Albania, and a voluntary scheme for the Albanian emigrants and all those who want to increase the benefits and insurance periods.</td>
<td>Started in 1996 as pay-as-you-go public mandatory supplementary pension schemes for senior civil servant, military servant and recently extended to professors. Professional supplementary schemes are offered from bank and insurance companies.</td>
<td>Fully Funded Defined Contribution Pension schemes started after 2005 on a voluntary basis.</td>
</tr>
<tr>
<td>Cyprus</td>
<td>Social Pension Scheme, an income-tested scheme, which covers residents in Cyprus.</td>
<td>The General Social Insurance Scheme, a compulsory earnings-related scheme which covers every person gainfully employed in Cyprus, both in public and private sector, including self-employed.</td>
<td>Occupational pension plans, which provide supplementary pensionable benefits to their members: The Government Employees Pension Scheme – Semi-government Sector Employees Pension Schemes.</td>
<td>The Voluntary Provident Funds</td>
</tr>
<tr>
<td>Lithuania</td>
<td>Social insurance pensions for work incapacity; widows, widowers and orphans; persons who nursed disabled person at home for more than 15 years.</td>
<td>Implemented since 1995, obligatory, depends on the number of years worked, amount of social contributions paid, period of their payment, the amount of insured income for the current year. Since 2018 pension will consist of the general and the individual parts.</td>
<td>Implemented since 2004, is not mandatory, made up of individual defined contribution accounts.</td>
<td>Implemented since 2004, is underdeveloped, consists of voluntary pension funds or life insurance products, voluntary.</td>
</tr>
</tbody>
</table>

Source: Social insurance legislation of each country

It is obvious that Albania, Cyprus and Lithuania were following the same reforms on the first pillar of pension system and introduced the social state pensions to guarantee the minimum of living as a social right for elderly population. Along with parametric reforms, the three countries introduced supplementary professional pension schemes, with the aim to encourage various professionals, like professors in Albania to extend their working life. In Lithuania State pensions and pension related benefits are: state pensions for victims, officials and soldiers, scientists, judges, professor emeritus, also there are personal pensions, first-degree and second-degree state pensions, annuities.
for athletes, state signatory annuities (Law on State Pensions, 1994). In Cyprus the corresponding pensions and pension related benefits are: widows/death, invalidity, orphans’, disablement, and missing persons’.

The impact of pension reforms in extending the working life for older labour forces is related with the need for promoting employment services of elderly as well as of young people. The labour market indicators in three countries showed difficulties for group age 55–65 to find a job in the labour market, although their unemployment rates are lower compared to the youngest. Skills need assessment of the labour market addressed to such categories and a better orientation of the curricula of the vocational and higher education to the market needs have to be associated with a better career orientation during the life course. Research data shows that not adjusted working places, not flexible working time, few opportunities for alternative employment, low possibilities for training and retraining are mentioned as the most restraining factors for elderly staying in labour market (Pocius, 2016).

However, to extend the working life and the employability of the elderly should be considered broadly as a responsibility of the government to establish the proper rules in the market and of the employers to offer flexibility for the older employees. Such interventions are necessary to face a competitive EU labour market toward a smart growth objective of the EU strategy 2020
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Abstract

Credit contract and lending contract represent two related contract types regulated by the 2012 Czech Civil Code. Nevertheless, the lending contract differs from the credit contract in several aspects. Whereas the subject-matter of the credit contract can be only provision of money, the subject-matter of the lending contract may include – beside lending of money – various other fungible goods. Credits are always interest-bearing, lending can be both interest-bearing or interest-free. The credit contract is a consensual contract which is formed already by its closing, whereas the lending contract is a real contract and is formed only by provision or delivery or of the goods provided to the lender (debtor).

The aim of the paper is to analyse selected issues from the existing legislation, especially the position of the contracting parties within the contractual types given. In the framework of the examination, we provide a comparison of the conceptual features of these closely related contract types from the point of view of the grantor. Also examined will be the space of contractual freedom provided by the legal rules and/or whether there are limits to this freedom, e.g. performance provided to consumers.

Key role in the defined juxtaposition plays the circumstance that among the essentials of the credit contract (as opposed to the lending contract) plays the determination of the amount of the lending, both in quantity and currency. The amount to that the credit provider is obliged to grant funds may be agreed in the contract as a fixed amount or as a defined credit limit, credit framework etc. There is no principal difference between the specification of the credit as a credit limit or as a fixed amount – the beneficiary is in both cases entitled to decide on the amount to that the credit will be taken.

Keywords: Civil Code, credit contract, lending contract, credit provider, borrower
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1. Introduction

Under Financial credit we understand a temporary provision of funds. In this sense is the credit also defined by the section 1 para. 2 (b) of the Banking Act, No. 21/1992 Gazette: “credit shall mean funds in any form provided temporarily”. Financial credit is also defined by the section 1 (h) of the Foreign Exchange Act, No. 219/1995 Gazette: “financial credit shall mean provision of funds in Czech or foreign currency to that the obligation of its recovery in monetary form is attached. Business credit, also called as supply or commodity credit – that will be out of the scope of the present study – means most often a delay of payment of the price. Business credit is also the sale of goods or services to consumers paid in instalments (instalment sales).

The rules on the credit contract are contained in sections 2395 to 2400 of the New Czech Civil Code, Act. No 89/2012 Gazette (Thereinafter “CivC”). In addition, contracts concluded on consumer credits are moreover covered by the rules of the Act No. 257/2016 Gazette, on consumer credits.

The lending contract differs from the credit contract in several aspects. Whereas the subject-matter of the credit contract can be only lending of financial funds, the subject-matter of the lending contract can include lending not only funds, but also any other fungible goods or assets. Credits are always interest-bearing relationships, lending can be both interest-free or interest-bearing. The credit contract is a contract made by consensus is established already by the contract signature, while lending contract is a real contract and is established only by transferring of the assets provided to the lender.

The aim of the present paper to analyse selected issues from the existing legislation, especially the position of the contracting parties within both contractual types given as closely inter-related according to the CivC. Nevertheless, lending contracts differ from credit contracts in several respects that we want to stress and comment. Further on, we will assess whether there is sufficient contractual autonomy, or whether there are limits to this freedom, e.g. as regards the performance of consumers. At the same time we will aim at the comparison of these similar, but not identical contracts from the perspective of their providers.

The key role in the framework of the above juxtaposition plays the circumstance that to the essentials of the credit contract (unlike that of the lending contract) plays the determination of the amount of the lending, both in quantity and currency. The amount to which the credit provider commits to provide the funds may be agreed as a fixed amount or as a credit limit, the amount of the credit limit, lending framework, etc. There is, however, no fundamental difference between agreement on the credit amount as a limit, or as a fixed amount. In both cases, the beneficiary is entitled to decide on the amount to that the credit will be taken.

2. Methodology

In the context of the paper we will first discuss the current CivC rules on the credit contract which corresponds to the former rules of Czech Commercial Code, (thereinafter “ComC” stays close to the legal arrangement of the latter in the Slovak Republic) (Kubiček, Mamojka, Patakyová, 2007). After that we will focus on the CivC provisions ruling the lending contract.

When we want to compare both contractual types we need first of all to determine the aspects in which are these treaties similar or substitutable. Then we can proceed to
the examination of the differences we may find in both contract types that restrict or even exclude their interchangeability.

The agreement on and payment of interest is for the lending contract not an essential requirement – for credit contracts, the opposite applies. The lending contract, as the so-called real contract requires – in order to be perfect – not only an agreement of the parties, but it is necessary to hand over the subject – matter of the contract e.g. the agreed sum of money. On comparison to that a credit contract is contract of the so-called consensual character which means that it is the consensus on the granting of funds by itself that makes the contract perfect, not their real provision. The factual provision of funds as a precondition of the perfection of contract is typical for real contracts only.

A very important legal fact is that the subject matter of the CivC lending contract may be not only provision of money, but also of other goods specified per type. Even if money is, and probably will continue to be most–often the subject – matter of lending contract, it is surely not the only one. This is in contrast to the credit contract, where the money is always in its centre. (Marek, Medková, 2012)

And, finally, the comparison will focus on the scope of application of both contract types. While the use of the credit contract prevails in the area of business (including a specific subtype – consumer contract ruled by separate statutory rules of The Consumer Credit Act, No. 257/2016 gazette and therefore not subject of the present paper), lending contract, mainly for its informality, finds a wide application in the non-business, civic sphere.

The present research paper is based on the use of the analytical, comparative and inductive methods.

3. Results

3.1. Credit Contract

3.1.1. Notion and types of credits

According to the systematic of the former ComC, the credit contract has been classified among the so-called absolute commercial obligations. The absolute commercial obligations were characterized by the fact that their character of a commercial (business) relationship, was given regardless of the nature of its parties (whether they were or weren’t entrepreneurs and/or acting within their entrepreneurial capacity). This regulation was till 2012 common for both Czech and Slovak contract law (Husár, Suchoža, e. al. 2011).

From the perspective of the bank (financial institution) as one of the parties to the contract it is possible classify the credits as obtained and provided. Among the types of obtained credits belong:

- On-demand deposits, which are deposited on the depositor’s current account at the financial institution, and managed on daily basis;
- Saving deposits – as opposed to on-demand deposits, higher interest rates are provided. Deposits are provided on the longer term basis, however, they can be withdrawn at any time;
- term deposits – deposits with fixed term of withdrawal agreed or withdrawal upon notice;
- As a means for obtain funds are used certificates of deposit issued by banks when the “purchasing deposits”; they use to have shorter payment deadline;
Bank bonds – are used for provision of longer-term resources; they represent security, “sold” by the bank; they use to have longer payment deadline;

• Purchases of deposits and conclusion of credit contracts with other banks are also major source of funding; funds can be obtained by banks from the Central Bank as well.

Within the second category – provided credit – we can distinguish following types:

• short term (e.g. bank overdraft, bill credits, escrow loans, special-purpose loans),
• medium-term and long-term credits (for example, emission, credit bond, mortgage lending) and purchase of receivables (factoring, forfaiting).

The substance of factoring is, as a rule, the purchase of short-term receivables (including passing-over of invoices, expense reports, etc.). Forfaiting means in principle purchase of mid-term and long-term receivables. Bank overdraft is allowed when setting up the account overdraft. In the absence of funds available on the account, the switch to debit (negative values) means provision of credit by the bank. Discount credit through bill of exchange means credit where the bank purchases bills of exchange before their maturity. At the time of buying out the bill, interest (discount) for the time remaining to maturity will be deducted. (Plíva, Liška, Elek, Marek, 2014)

By a bank bond the bank undertakes to pay for their client, if applicable, its obligation towards a third party. So called special-purpose credits may be provided to cover operational demands (for stocks, receivables before due date, etc.), special-purpose investment credits, for example, for the purchase of machinery and technology equipment), bridge-loan credits, if applicable, in the case of temporary shortage of funds, and others. Mortgage credits are granted for a pledge through real estate.

3.1.2. Principles of credit provision

Defining of purpose for a credit is not an essential requirement of the credit contract and is left to contracting parties, whether the purpose of the contract will be agreed or not. Reserved for an agreement by parties is also to which extent the purpose of the credit shall be specifically defined. It may be specified both in general (e.g. for business needs of the beneficiary) or concrete terms (e.g., for the purchase of a specified real property).

If the contract links the use credit only to a specific purpose, the credit provider may limit the granting of money only to the fulfilment of the obligations incurred by the beneficiary in connection with the contract purpose. As a rule, this occurs by providing the credit directly to the relevant creditor of the beneficiary (e.g. on the basis of invoicing). On the basis of other criteria we can distinguish between credits according to the degree to that they are secured, according to the purpose, etc. In banking, the transactions where the bank is the credit provider are called as active and those where the bank is creditor, are called as passive. In this terminology and from this point of view there are also transactions held for “neutral” (e.g., execution of payments, consultancy etc.) (Marek, 2008)

The credit is payable within the time limit laid down in the contract, this goes in line with the principle of time certainty. The credit provider grants credits, as a rule, only for fixed terms, and the beneficiary is obliged to repay the credit funds by the date due. This applies to both the total credit amount and single payments (specified instalments). Under the conditions laid down in the credit contract a bonus can be agreed upon in premature repayment, and, of course, penalty for the delay with credit repayment.

The credit provider usually carefully keeps in sight that credits are secured, implementing the principle of credit securing. The point is to ensure the recovery of the credit and reduce cases of loss of resources. Typical instruments that apply are a pledge by use of material values or a guarantee provided by another person. Especially in the banking
sector, it should be the rule to reduce the risk to a minimum. Frequently the use of security instruments is cumulated.

Also banking (financial) guarantees issued by another bank or an agreement on deductions from salary or other income can serve in order to secure the credit recovery.

If there are bankers on the creditor side, they provide the credit principally only very rarely “in bianco” (unsecured), and only to clients with high credit rating. In practice, banks generally grant credits only provided that the securing instruments are available. Their importance is fully reflected in the situation where the beneficiary fails to fulfil repayment obligations arising from the credit contract.

The amount of the security is established in dependence on the type of the security instrument, either by a qualified certified expert (especially for real estate serving as subject-matter of the pledge), or by an employee of the bank, usually according to internal regulations of the bank (e.g., assessment of guarantees according to the issuer) or the value of the securing instrument equals to the carrying amount of the subject-matter of the security (e.g., stocks serving as the subject-matter of a contract on securing transfer of ownership).

Apart from the value of the security, it is necessary to distinguish the safeguarding value which means the price of the guarantee less the ratio which takes into account the degree of the possible price reduction in case of realization of the security instrument by the bank, provided that the beneficiary will not comply with the terms of the credit recovery. This ratio is usually set by the internal regulations of the bank and depends on the type of the security instrument, its quality, the credibility of the client, etc.

3.1.3. Rules for credit contract in the CivC

As mentioned above and stressed by the Explanatory Memorandum to the CivC as well, CivC provisions ruling credit contract were taken from a ComC only with minor modifications. The regulation in the CivC is abbreviated in comparison with the predecessor. It is ruled only by 6 sections, as opposed to ComC, which included 11 sections. This shortening was possible due to more effective arrangement of the CivC General Provisions, which are better linked with the special provisions.

A significant change entails the provision defining the Contracting Parties as the credit provider (“úvěrující” in Czech) and the beneficiary (“úvěrovaný”). This renaming corresponds better with the synallagmatic character of the credit contract. Which of the Contracting Parties bears the role of creditor changes during the various stages of the contractual relationship and the new nomenclature of the contracting parties explicitly helps to keep the overview. Last but not least this change brings better clarity of CivC for non-expert lay person who is the end user of this Code.

CivC has not taken over the former provisions of section 99 ComC, which gave to the creditor who had the providing of credits as subject of business, the possibility to demand consideration for arrangement of the commitment to provide funds to the beneficiary at his request. This change can be considered as a positive one, since the obligation to provide funds to the beneficiary on his request has identical consequences for the lender, whether lending would or wouldn’t be his subject of business. It brings always for the credit provider the burden to keep ring fenced the funds in the amount in that that can be withdrawn in the future regardless on his decision. (Marek, Medková, 2012) Thus, the CivC, unlike previously ComC, does not prevent any credit provider from agreeing on a consideration for his obligation to grant funds to the beneficiary on his request.

The issue of the amount and the currency in which the credit is to be granted remained unchanged. Further on, CivC makes no explicit mention of the necessity to keep
credits in line with foreign exchange regulations. This notwithstanding the fact that the Foreign Exchange Act remain in force as rules of public law public related with the granting of credits – mainly as to the currency in which it is to be granted and, therefore, it will have to be kept in mind by the Parties when concluding credit agreements.

The obligation of the credit provider to grant funds to the beneficiary on his request has undergone in the CivC changes as to the time limit of the obligation. The new rules retains the obligation of the credit provider in force for the entire duration of the contract itself. In this respect a re-formulation of ComC rules with similar content occurred. And finally, the last essential of the credit contract – the obligation of the beneficiary to repay the funds provided and pay interest on them – remained unchanged. (Švestka, Dvořák, Fiala, 2014)

In the credit arrangement the parties may, in accordance with section 1806 CivC, agree that interest will be paid from interest already payable but still unpaid. However, this obligation lasts on the beneficiary only when explicitly provided for by the articles of the credit contract.

This brings us to the form of the credit contract. The CivC does not prescribe any form, so that the contract can be made in writing, orally, or by implication. In the banking practice, credit contracts are generally concluded only in written form. These contracts are in the banking sector often concluded in an adhesive way. Contracts on Consumer credits have, under the Consumer Credit Act, No. 257/2016 Gazette, prescribed written form as obligatory

CivC has not included to the regulation of credit contract special provisions for securing of this type of obligation ruled previously by the ComC (Štenglová, Plíva, Tomsa, 2009). Thus, for the entire regulation of securities we have to employ the general rules on securing of obligations in CivC with no exemptions applicable to credit contracts. CivC distinguish between instruments for securing of debt (pledge, security, bank guarantee, transfer of title to secure obligation and payroll deduction agreement) and those for affirmation of debt (acknowledgement of debt and contractual fine). Both acknowledgement of debt and contractual fine namely bring no economic guarantee for the creditor, even if they provide other advantages to him. In terms of the influence of the General rules on securing on the credit contract, it should be noted that the obligation of the beneficiary to replenish the material deposit continues to exist, this in case it should lose its price so that the deposit becomes insufficient. The beneficiary has to do so without undue delay; if he doesn’t, the not sufficiently secured part of the credit will become due for payment. The CivC does not allow to the beneficiary to withdraw from the credit contract due to not completing the deposit to the price originally agreed.

In order to accelerate the contract negotiation, the parties may in the credit contract make reference to the general business terms and conditions. In this respect, the CivC distinguishes between contracts concluded in mutual intercourse of two entrepreneurs within their business and other cases. The latter requires that such conditions shall be attached to the offer or shall be well known to the parties at the conclusion of the contract, unless the acceptant declares he is aware of their content. (Patakyová, 2008)

Worth mentioning is also the rule of section 1753 CivC stipulating that the rules of general business terms and conditions, which could not be reasonably expected by the other party, are ineffective, should they not be accepted explicitly by the latter. Whether a specific rule of the general conditions could be expected or not shall be assessed not according to its content, but also according to the way of its expression. (Marek, 2007)

As regards the rules on honouring of the obligation no significant or conceptual changes have occurred. The honouring of obligations is – in comparison to the former
ComC – ruled in more details and more provisions. More detailed rules are provided also with respect to the question of compensation of performance in case of debtor burdened by more debts towards the one and the same creditor. The former may by his expression of will change the statutory procedure for set-off of the performance, i.e. to begin with the interest on late payment, proceed with the ordinary interest and end up with the principal sum of the credit. If the debtor specifies that he will satisfy first the principal sum, both costs and interest will accrue.

The CivC rule also in more details on situations where a third person provides performance on behalf of the debtor and the former shall qualify for the assignment of the claim of the creditor. According to the section 1936, the person who provides performance on behalf of a debtor enters automatically into the rights of the creditor. The debtor has the obligation to settle the performance provided for him by a third party. The claim of the creditor including accessories, securing of the debt and other rights connected to the claim shall thereby pass to the third person. The obligation towards a third person shall arise for the creditor who shall provide to this person making the performance on behalf of the debtor the necessary documents and all that is needed to the presentation of claims. (Svestka, Dvorek, Fiala, 2014)

Only one reason for withdrawal from the credit contract has remained in special provisions of the CivC, ruling the credit contract. This derogation from the General Provisions on the obligations provides for the right to withdraw from the contract for the lender, should the beneficiary use the funds received to other purpose than agreed and in the case should the use of the funds for the agreed purpose become impossible. According to CivC, the non-replenishment of the deposit whose value has fallen by the beneficiary gives no reason to withdraw from the credit contract. This circumstance will only make payable that part of the credit, which is not secured by the deposit.

In practical terms, the legislature integrated into general provisions on withdrawal the rule that if the debt is secured, the withdrawal does not affect the securing (section 2005 (2) CivC).

3.2. Lending contract

3.2.1. Rules in the CivC

Lending contract is regulated by sections 2390 to 2394 CivC (before the adoption of the new CivC, the credit contract was regulated in Sections 657 to 658 of the 1964 CivC (Act No. 40/1964 Gazette). The new rules changed the previous terminology as regards the names of the Parties, replacing the term “loan” by “lending” (“zápůjčka” in Czech), which was used by the General Civil Code of 1811. This corresponds also to the new designation of the Contracting Parties – “borrower” a “lender” instead the former general names “creditor” and “debtor”, which should have remained in the new CivC only for general indication of the commitments of the parties. (Hurdik, Fiala, Lavicky, Ronovska, 2004)

The CivC does not provide for obligatory written form of the lending contract law. Only for lending contracts, provided as consumer credit, the 2016 Consumer Credit Act specifies the written form as obligatory.

3.2.2. Subject-matter of lending

As subject-matter of lending only fungible goods can serve, including the monetary funds. In banking stand for subject-matter of the lending exclusively the funds. Attention of the present paper will be thus paid only to the lending of funds. Lending of fund is, in
fact, credit in the sense of section 1(2)(b) of the Banking Act, No. 21/1992 Gaz; “...credit shall mean funds in any form provided temporarily”. (Štenglová, Plíva, Tomsa, 2009)

In order to be effective, contracts on lending of funds request not only agreement on the amount of lending, but also on the currency in that the funds will be provided. However, due to the fact that the conclusion of a contract for lending of funds occurs when only when the funds are transferred to the lender, in practice the currency of lending will be never questioned. The lending of money can occur not only in Czech currency but also in any other foreign currency.

Lending, whether in cash or in-kind is statute-based free of charge. In order to be considered with pecuniary interest the latter must be agreed in the contract. Thus, the lending of funds shall be charged with interest only if the Parties agree on its amount. This is the difference from the credit contract that is always bearing interest. With respect to the interest from lending of funds we may refer to the treatise on interest from credits.

3.2.3. Handing over of the subject-matter of lending

Without the funds being handed over to the lender there will be no contract on lending of funds. The handing over of the subject-matter of the lending is not to be construed only as physical transfer (passing over) of the lending subject-matter to the lender but as any act as a result of which the subject-matter of the lending becomes to the sphere of disposing by the lender. Thus, the handing over of the subject-matter of the lending may have even the form of a bank transfer of the cash to the account of the lender.

The borrower needs not to hand over the subject-matter of the lending directly to the lender, he may do it also indirectly, by advising his debtor to grant the amount owed as the lending to the lender. This occurs e.g. by inter-bank transfer of funds from the account of the borrower’s debtor to that of the lender. The lending contract is therefore concluded not only if the subject-matter of the lending shall be received from the borrower (or a person authorised by him), but even when the lender receives the subject – matter of the lending from a third person who acts on the instructions (or by a power of attorney) of the borrower.

The borrower hands over the subject-matter of lending to the lender for his use which means that the lender may use the subject-matter of the lending for a purpose that he determines for himself, i.e. to personal preferences. For the funds borrowed the lender may buy goods or services, the funds borrowed may be provided to a third person as a loan or it may be used to repayment of his debt or of that of a third person; he may also invest the funds or simply keep for himself (e.g. as an emergency aid reserve). The right of the lender to use the subject-matter of the lending in any way and for any purpose whatever is given by the fact that by the takeover of the funds lender becomes owner of the lending and shall poses all the entitlements constituting the right of ownership.

3.2.4. Obligation of the lender to return the goods, repayment and premature repayment

The lender shall be obliged to return to the borrower the goods of the same type. If returning the funds borrowed the lender is obliged to return funds as well. As to the currency of the funds to be returned the CivC provides in section 2391 para. 1 a different rule that that applicable to credits. Whereas for credit contracts applies that the beneficiary shall return to the credit provider the funds in the currency in which they were provided, the CivC rules on lending contract provide that the lending funds shall be paid in the currency of the place of performance. For the event that the funds should be returned in other currency that those it was provided, the section 2391(1) CivC rules that the lender shall
repay the lending so that the value equals to what he has received. (Švestka, Dvořák, Fiala, 2014)

As a rule, the term of lending repayment is agreed by the Parties in the lending contract. For the event. It is not the case, i.e. the contract provides for lending on indefinite period of time, the CivC rules that the lending becomes payable upon its termination either by the borrower or by the lender. The statutory period of notice shall be six weeks, however, the Parties may agree on a different notice period. The Parties may also agree that the lender will repay the lending gradually, in instalments. Regarding the instalments as well as the interest see also the treatise on the credit contract above.

Unlike the credit contract (section 2399 para. 2) for the lending contract the CivC does not provide for a possibility of early repayment of the lending. Therefore an early repayment of the lending, shall be possible only if explicitly agreed in the lending contract.

3.2.5. Withdrawal from the lending contract

In addition to the general statutory reasons for withdrawal from the contract (section 1978 e.a. as well as 2001 e.a.) the CivC rules in section 2394 for a special reason for the withdrawal from the lending contract. According to this rule if the repayment of the lending was agreed in instalments, the borrower may withdraw from the contract and demand the repayment of the debt with interest should the lender be in default with repayment of more than two instalments or with one instalment for more than three months. The withdrawal from the contract does not apply to securities (section 2005(2) CivC).

In practice, unfortunately, frequently situations occur where both the beneficiary form the credit contract and the lender from lending contract have not fulfilled their obligations to recover the credit/lending and to pay the interest. Concern of the borrower and lender is, in addition to the statutory rules, to have appropriate contractual solutions available. (Štenglová, Pliva, Tomsa, 2009) The content of such arrangements is the specification of the current amount owed and determination of subsequent procedural steps for the credit provider and/or borrower.

The position of a creditor in these contractual relationship can be reinforced by certain solutions which are ranked among the statutory provisions on securities, however, they do strengthen their position (e.g. taking out the insurance).

4. Discussion and Conclusions

The credit contract relates only to the provision (granting) of monetary funds. One of its essential obligation is interest agreed. It represents the consensual contract. First, the contract is formed and only then the monetary funds will be granted. Only an entitled person can grant credits, save in the case of a one-time granting.

In general, the credit contracts may not necessarily be concluded in written form. However, in the case of consumer credits, the written form is required. Credit contract may use also certain specific types of credits, as overdraft credits, discount credit through bill of exchange, and/or bank bonds. For these credits, special arrangements for the withdrawal from the contract and therefore for the credit maturity apply.

Lending contracts allows the provision of goods by type of the good. This contract is a real one which means it can be concluded contracts shall be concluded at the same time with providing of the goods. It must be added, that the lending contract can be concluded for provision of monetary funds as well and also with specification of the interest, even if
not as essential provision of the contract itself. The nature of the contract as a real on
remains, however, unchanged. If monetary funds are the subject-matter, they may be pro-
vided only by an entitled person, save in the case of a one-time provision. For provision
of funds as consumer contract, the written form shall be obligatory. Reasons and proce-
dure for the withdrawal from the contract should be ruled explicitly by the contract.

As a concluding recommendation it may be pointed out that the monetary funds may
be granted even by a lending contract, given the specifics of the statutory provisions
(which, of course, may be modified by the contract), for granting of money it is preferable
to use the type of credit contract and by the lending contract implement the provision of
goods as fungible items.

When assessing the shift of the statutory constraints by the new CivC we may stress
that for the proper functioning of the market with free funds, it is correct that the Code
has not fixed the maximum permitted amount of interest as it was in the case of the (today
no longer in force) ComC. The non-provision of the maximum permitted amount of inter-
est allows for the possibility of the implementation of risk business plans and entrepre-
neurial ideas, as well as it allows for funds to be received by persons who – if there would
be maximum permitted amount of interest – were not capable to obtain them. The abuse
of the absence of a ceiling for the amount of interest, in addition, is monitored by the new
CivC rules regulating usury and compliance with moral standards.

A positive change represents also the CivC rules for securing, where, in the general
rules, there affirmation of debt and securing of obligations are separated from each other.
Another positive feature is the implementation of the rule that the withdrawal from the
contract shall not affect the securing of the obligation.

As regards the lending contract, we may conclude by the summarisation that, not-
withstanding the new designation of the parties as the borrower and the lender, the very
nature of the contractual relationship remains unchanged. By the lending contract the
borrower leaves to the lender goods specified by the type of the good. The latter is entitled
to use the goods and after agreed time shall return them to the borrower. The subject-
matter of the lending – next to monetary funds – may be any material thing, for which it
is possible to specify the quantity, amount, volume or weight. For lending, it is not neces-
sary to agree on remuneration, it may be provided also for free. This is fundamentally
different from the credit. We may add, however, that as a rule also the lending is tied up
with remuneration. The latter may be either an interest or increase of the quantity of the
goods returned in the case of non-cash lending.

Another specific feature of the lending is, that the contract may not necessarily be in
written although the business practice keeps the written form as a rule. In the non-writ-
ten, i.e. oral form of contract complications may arise when it is necessary to prove the
amount of lending and/or the interest agreed. Non-written form is thus suitable only ra-
ther for minor lending – e.g. non-monetary, between two individuals, non-entrepreneurs.
Such lending may namely be provided by anybody, not only as object of business activi-
ties.
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Abstract

Rhetoric is the art of effective or persuasive speaking or writing, especially the use of figures of speech and other compositional techniques. The rhetorical situation has four critical components: the speaker, the content, the audience, and the purpose of the speech. The intention of the speech presented by a speaker using the right appeals is to influence the attitudes, beliefs, values, or actions of the audience. Nevertheless, this is a very complex process, depending on a number of conditions, i.e. proficiency in relevant issues, attitude towards the received information, interest, concentration, or fatigue of listeners, etc.

Rhetorical skills must be cultured purposefully. In spite of the massive growth of modern electronic media that changes social existence, the spoken word still plays a significant role. There are a number of professions – executive managers among others – considerably dependent on rhetorical skills.

Keywords: Rhetoric, speaker, law, legal science, interpretation, presentation, management, art.

JEL Code: M530

1. Introduction

If a professional, the author of an idea, or a theory, or a design, has to show the results of their work and effort, they must master how to correctly and, if possible, flawlessly present it. As successful presentation we consider the adoption of a solution by the professional and non-professional public or by superiors in business environment. The goal of each professional is to refer results of their efforts to the target audience, by appropriately
chosen speech, to show their ideas and skills, the ways by which they have completed, or suggestions how to achieve the goals set. This concerns large amount of listeners and evaluators, whether they are already mentioned superiors, or prospective employers, investors, or for example, members of state final exams commissions at universities, where stressed students present and defend final papers.

In the university environment, we have to mention the activities of lecturers. They want to attract their students to topics discussed at lectures and to inspire students to study and analyze relevant matters by transferring of expertise and knowledge, which definitely results in higher education of students.

Jobseekers, who apply for a job offer, show great effort to appoint in interviews and to persuade evaluators than they are better in comparison with other seekers. In all the examples, but not just those, the applicants who present themselves and their abilities should select the appropriate words, in accordance with their position and the goal they want to achieve. They have to choose a way of speaking. The so-called “body language”, in other words gestures, attitudes, eye contact and many other elements play a significant role, referred to as the way or the art of presentation or the rhetorical art.

However, not for everyone is easy to speak or even speak publicly. Of course, there are people who have innate talents for this art, as well as other artistic trends, but there are also people who, for various reasons, have a big problem with performing in public. It can be people who lack this talent, or are blockingly shy, with bad experience, or with different limitations. But is rhetoric just a talent to manage rhetorical art? Or, on the other hand, can it really happen that a great speaker, rhetoric, matures from a shy, and in this respect hand-made man?

A lot of people have to present their rhetorical skills only a few times in their life, as of the abovementioned presentation of their graduation papers or during their job seeking interviews. They do not have any reason to deepen further their rhetorical skills. On the other hand, many of us are trying to extend our rhetorical skills, even though, or just because of it, we speak to the audience regularly. Moreover, there are also speakers, that are fully satisfied with their speech and rhetorical skills, and do not miss the chance to present at least a short speech, even though they have a rather negative response from their listeners. Even for those speakers, this Greek-derived designation – rhetors – is being used, somewhat in a derogatory sense. Mostly politicians, for example. They can often affect really huge amount of people. However, we do not want to say that every politician is a rhetor in the wrong sense of the meaning. Nevertheless, it is very important to direct to high-level of rhetorical art.

Legal and political practitioners in Athens were originally called rhetors, and rhetoric was a prerequisite for political activity. The rhetorical skills were of most interest in the ancient times by teachers of speech, who, of course, mostly dealt with philosophy.

What is the purpose of legal rhetoric and how does it relate to other science disciplines, especially those which are to promote the results of their work and their expertise in clear, unambiguous and comprehensible speech? Is teaching and studying of rhetoric up to date?

Undoubtedly we can say that legal rhetoric is part of a legal science, because of a long historical development. The result of which has been separate legal science from philosophy as such. (Madar, 2002)

In the following text, we will focus on clarifying the issues and formulating the topics for discussion regarding the subject.
2. Methodology

The main used method is the compilation method which is considered as a creative synthesis of scientific ideas with our personnel view opinions followed upon previous organized research. Another method experted in the article are the observation method, i.e. the systematic observation of certain facts, and the comparison method, which means the identification of the indistinguishable or dissimilar aspects of two or more phenomena, objects, etc., but also the comparison of opinions, that are important for the creation or verification of individual opinion. The method of comparison is based on the analogy method, i.e. the method of searching for analogy.

Furthermore, the method of analysis is disposed, when a certain phenomenon or situation is decomposed into smaller parts and they are then subject of further investigation. Also the method of abstraction is utilized, i.e. the thought separation of insignificant properties of the phenomenon from the essential ones, which should allow discovering the general properties and relations, the nature of the phenomenon.

In conclusion, the induction method is used, i.e. a general conclusion based on the knowledge of the details.

3. Source and significance of Rhetoric

“These are not the things that excite people, but public words about these actions” said Epictetos.

Rhetoric originated in antiquity as a doctrine of persuasion by linguistic expression. The rhetor, or a speaker, used to be a teacher of rhetorical art at the same time. Commonly, this term is used to describe the vocabulary of rhetoric, or the doctrine of speaking. Rhetoric means exactly a real speech, a theory of reference stylization and argumentation, and a trustworthy way of public expression. However, it is possible to identify also the pejorative meaning of these term, expressing exaggerated efforts to formally perfect expression, often as disbursement of content, that is to say in terms of speech.

It can be argued that rhetoric is an art. This art is managed by its own rules that the right speaker must learn. As we mentioned above, a talent (this applies also to different knid of arts) is an advantage, but definitely it is not enough. To address the audience, in order to gain them for their opinions or the subject to discussion, the speaker must master the art of being perspicuous, words and all of his speech must be thoughtful, and unaffected as well. Otherwise, the speaker’s presentation would be perceived precisely in pejorative meaning and would miss a targeted effect. Regarding language expression in the context of a talent for speaking and engaging in convincing, it should be mentioned that even an individual who does not have such a talent can study, observe and, in particular, exercise and carefully prepare to achieve success in their own verbal expression. The art of rhetoric and persuasion, which is also a prerequisite for managing dialogue at the required level, can be learned to a certain level. And if, as with other skills again, talent and diligence are combined with, there is a high probability that such an individual can achieve great admiration and success in many areas where verbal expression and persuasion play a significant role or are part of the profession.

The general education that we receive in schools includes studying historical matters and also fundamentals of social sciences, in which we learn about the wealth of our culture and facts about ancient times. We all know that there were rhetoricians in ancient Greece, who besides other philosophical or scientific directions devoted themselves to
speech as a method and form of enlargement of their knowledge, but also to teach other languages. By the use of the rhetoric, they passed their knowledge and ideas further to their pupils. Let us pay tribute to Socrates, Plato’s teacher, who unlike his pupil, did not write any papers, yet influenced philosophy and contributed to the development of science and education throughout the period up to the present. Socrates is considered to be one of the founders of science and university education. His life story is overall remembered even through the fatal punishment he was given for his views and the influence of his followers. Socrates is known to have taught the rhetoric skills. He was convinced that philosophical cognition, according to the current terminology of all knowledge, has to be instructed orally, based on dialogue. This dialogue can be conducted provided that the speaker can use words, arguments, and can direct their listeners to the proper place. “Rhetoric of the past was one of the most important components of European culture, science and school education. In the Middle Ages, it was (along with grammar and dialectics) the primary focus of teaching in the system of scientific knowledge (and influence) of man and society. At that time it was a lot of rules on how to effectively organize a public speech to achieve listeners.” (Sanderová, 2005)

Nevertheless, it can not be overlooked the association with the present professions of lawyers, managers, politicians, but also writers and dramatists. Theirs work and art use many words which are acquired by those who cite them in their speeches or perform them directly. Like actors. And only a good actor who uses rhetoric correctly can apply to “planks that mean the world”.

Above all, it seems to be crucial to mention the rhetoric, Jan Amos Comenius, who expressed his view in the Labyrinth of the World and the Paradise of the Heart. The main hero, a pilgrim, has come to the session of rhetors and his feelings are as follows: “We went into the hall where, oh, many of them stood with the brushes, and they talked about how the words either written or from the mouth to the air would be released, green, red, black, white, and how anyone would dye could be. I asked myself: What would it be? I was told: In order to the listener to get blurred. And I: Is the use of these ways used to describe the truth or lie? What will happen? He said: There is so much falsity and vanity here, as well as truths and benefits. I said: I am going from there.” (Škop, 2009)

Over time, in the beginning of the modern age, the interest in rhetoric and its recognition has dropped. It the 19th century, the rhetoric used to be rather pejorative term for speaking. The “rhetorical” as the adjective has even become, in contrast to the original meaning of the science, synonymous with thoughtless voids and expressive rigidity. Remember Šald’s statement about Vrchlický: “Yet his verse is more alive than the leather, rhetorical verse of Svatopluk Čech.” It does not seem to be a certificate for Sv. Czech, nor for rhetors, which, in the latter half of the last century, were considered to be multilingual, bombastic, spirited, and very few rhetoric. (Vozár, 2017)

Despite the fact that, unlike in the 19th century, we have incomparably enlarged communicative resources, the rhetoric and the rhetorical science study are once again returning to the center of interest. Naturally, we aim at the original concept of rhetoric, which is respectfull. Apart from trainers who offer services in psychological counseling centers, where it is possible to seek help and find support in the development of rhetorical skills, rhetoric has been studied also at universities as a required subject.
4. The Charm of Rhetoric

The title of this chapter is respectfully borrowed from the title of an inspiring lecture of the actor and pedagogue Jan Přeučil, hold on March 23, 2010, at the Faculty of Law of Masaryk University in Brno. Jan Přeučil has been teaching the art of rhetoric for a long period of time, and he regularly holds lectures not just for lawyers, but as he says, he is “...trying to work with people who have different managerial duties, for whom the talking and the contact with people is professionally important, to show how they should talk about, how they should pass on their knowledge, and how they should present themselves at all. Because, unfortunately, people today have the ability to arrange a variety of personal contacts via e-mail and via any social network, but the real contact, an eye-to-eye contact, is irreplaceable. And there the word has an incredible magical power ...” (Přeučil, 2010) Jan Přeučil has also published one of his book publications under the same title. As he has mentioned, every sentence, every word can be said in a variety of ways, depending on the content. Form and content are combined in one, Přeučil said. (Přeučil, 2010) In the current “time of Internet”, when social networking is very important for people not to lose the ability to speak together, to use words correctly, and it is the rhetoric, that is to say, to force us to use words accurately and precisely to present them.

Jadwiga Šanderová, in her recommendation for authors and speakers in social sciences, states that each oral presentation in a professional forum has, like the expert text, three basic parts: an introduction, a core and a summary of the key statements. (Šanderová, 2005) The speaker opens their speech with addressing listeners and introduces them the topic of the presentation. In this context, sometimes the speaker does, the in Latin so-called “entry captatio benevolentiae”, like an effort to gain favor, which in particular consists in some joking start with a funny picture, or a humorous story. As a rule, however, it is not sound if the speaker forces themselves to do so in any case. The “All with Peace” rule applies to each of the speakers’ performances and for each part of it, but it is difficult for the length of the whole performance. Often, in the preparation of a speech, or a professional performance, but also of short social outcomes, we are afraid of saying not enough for the whole time of the performance. If someone who has to speak in front of any group of people (although they were three members of the examining board) knows the fear of a possible outage of text, could be a nightmare. It can happen even to the most experienced speakers, but to be prepared properly is the first rule how to manage the relevant performance well and honestly.

In the introduction, the speaker should give the main idea of his presentation, to define the problem to be addressed and to familiarize the audience with the interpretation process. Particular attention should be paid to the preparation of performances, in particular the background to which the speaker leans. The essential substance of the speech presents a self-explanatory problem that should be as clear as possible. The problem is rather simplified than presented in all complexity. And of course, it is better to leave the details to discussions and question time. It seems to be inevitable to speak as simple as possible, to avoid complicated circumstances. It is always necessary to define the basic concepts precisely, and by the end of presentations just repeat the main idea, to summarize the main arguments or to indicate which questions remain open. The speaker should also thank the audience for their attention. The point is to say everything essential while respecting the time limit.

Martina Urbanová states (Urbanová, 2009), that the speaker needs to know, what they want to talk about, the target audience, what is the reason of speech, when, where
and how long the speech should be. Accuracy, sufficient differentiation, interest, engagement, assurance and convincement are of course necessary ingredients.

The speaker should speak briefly, use pure linguistic language, and be immediate, tactile and polite. However, those who almost do not know what a trick is at a disadvantage can also be at a disadvantage. They tend to underestimate the preparation of the presentation.

The main reason for fear of speaking in public is the simple fact that we are not used to speak publicly. The basic recommendation, no matter how trivial, to breathe before speaking, several times, taking a deep breath! Tremm˃ could be mostly caused by poor breathing. A more serious reason for the trembling may be a lack of self-confidence. Various lecture exercises and previous successful performances contribute to the reinforcement of rhetorical self-confidence.

As indicated above, complicated sentences, difficult words and screwed expressions should be avoided. It is important to speak at a reasonable pace, preferably rather slower than quickly, loud and to pronounce clearly. Jan Přeučil says (Přeučil, 2016) that “the way of speech is a picture of the spirit” and adds to this old Romans’ message that “monotony is the grave of everything”, adopts in front of his own rhetorical performance a variety of relaxation techniques commonly used by artists such as actors and singers, but it can be highly recommended for managers, lawyers, politicians and others. Relaxation techniques, “conversation” with the help of selected words and syllables, as well as resonance exercises, greatly save the vocal cords. The vocal cords are an important and valuable “tool of production” for people whose profession is verbal.

As experts mention, another important recommendation for a speaker is to follow the reactions of the listeners, it means to follow the appearance of their faces, the silence or the rest of the audience, etc., and to be able to correct their interpretation appropriately. We could recommend also getting ahead of messengers or other participants in the dialogue with respect, certainly not with fear and humiliation.

5. Legal Rhetoric

According to Viktor Knapp (Knapp, 1995), in the science of law, both in theory and in legal practice, rhetoric has its original meaning. In this regard, it is a doctrine of persuasion, respectively as persuasion itself. Rhetoric and argumentation are also related to the logic. Legal and, in particular, judicial rhetoric forms a separate branch of legal science with legal linguistics.

It is also feasible to accomplish considerations in the sense that “law is rhetoric”. The law, if legal discourse, relies primarily on the ability to convince, or almost, the ability to impose on the “adversary” their view on the way of regulating a certain social relationship. Is there something more than a masterly performed rhetorical work? (Škop, 2009)

As we mentioned above, law and rhetoric are linked tightly both historically and philosophically. However, not every legal profession requires a lawyer to act publicly. As stated above, the words, their interconnection and, in particular, the form and content of legal texts, whether legal norms or expert legal texts are of utmost importance for understanding the law, its interpretation and subsequent application.

Media as well as literature and films describe to the public the importance of a speech of lawyers to the courts, how it is necessary to negotiate reconciliation, or to represent the participants in legal relationships. Often, these are important works recognized by the law community as well. For example, a famous film based on the written story 12 “Angry
Man” (1957), or the film “The Judge” (2014). The connection of fine literature and the legal profession in one personality is likewise unusual. “The role of poets and writers is indispensable for national life... Names such as Pavol Országh Hviezdoslav, Štefan Marko Daxner, Janko Jesenský associate the public with their writer activities. All of them were the vocation of an advocate ... The knowledge of the law and the functioning of the state apparatus enabled the Slovak advocates to help even where the word of the Slovak poet was not sufficient to defend the specific injustices committed by the Hungarian judiciary”. Vozár also describes that many Slovak advocates have skilfully used to promote national interests and to promote Czechoslovak legal science. It was at a time when, after the establishment of Republic of Czechoslovakia, justice in Slovakia was still undermined by Hungarian influence. Also such manifestations and realizations require the acquisition of the art of rhetoric in common with specific legal rhetoric.

Moreover, Martin Škop presents a chapter dealing with the relation between law and literature, or the phenomenon of the word, by P. B. Shelley’s quotation: “Poets are the unacknowledged legislators of the world”. (Škop, 2012) It is possible to agree with Martin Škop that “… law and rhetoric is closely related, even it can be considered a kind of rhetoric. It is related to the ability to give confidence to a particular arbitrarily chosen rational argument. Anything that can be used only strengthens or weakens the power of the argument. It is no reason, logic, justice, or natural law.” It is indisputable that lawyers, as well as managers and politicians, are professions, in which it is as the imperative to skilfully deal with words and arguments in the process of persuasion which is the goal. Legal rhetoric serves, in addition to legal practitioners, where managers are involved, and executives. Their decisions and suggestions are to convince them that they are within the limits of the applicable law.

6. Conclusions and discussions

In conclusion, it is important to summarize that “the speaker is not the one who only speaks to the public, but the one who is able to prepare his own speech while presenting it to the audience compellingly and persuasively. So the speaker must know not only what he wants to talk about, but also how to present it, as the ancient rhetoric has emphasized. So the speaker is also an artist. The old saying says that as a poet you can be born, while you should grow into a speaker role.”

Rhetorical skills must be cultivated purposefully. Despite the enormous growth in modern media, especially electronic media, which affect almost all areas of social life, the spoken word still plays an important role. There are a number of professions, as lawyers, managers and politicians, who are strongly dependent on speaking.

Speech is a practical use of language in communication. The goal of the message is directed from speaker to listener and should pass on information, with the idea that the listener understands, and can further process it. This is, however, a very complex process, depending on a number of circumstances that we have tried to define. Apart from the already mentioned inherent talent of the speaker, his preparation, coping with tricks, continuous improvement, deepening of knowledge, it is also important the standard of the audience, their basic knowledge and orientation in the communicated issues, the attitude towards the received information, the attention or the fatigue of the listeners, a lack of interest or discontent. However, this is merely an example.

To summarize, it may be worth remembering the words of St. Jacob from the List of James, directed to “twelve tribes in the diaspora”, i. e. Christian communities: “Who does not
harm someone by a word is a perfect person and can keep control his whole body. A tongue is just a small human organ, but it is very dangerous. A man rather shakes with a wild animal than to control his tongue so perfectly, and speaks angry, impatient, jealous, futile, and futile! Let every person hear fast, but slowly talk.” (Bible)
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Abstract

This paper examines the effectiveness of privacy policies displayed on websites, based on an analysis of the ratio between the number of how often they have been accessed in relation to the total number of visitors of the respective websites. It will try to show that few people ever access such data protection-related information. The paper is then going to draw conclusions as to what this can mean for the application of the EU General Data Protection Regulation, which imposes a duty to, and severely punishes failure to, provide a vast array of privacy-related information to the visitors of websites.
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1. Introduction and Objective

The most recent and probably most important piece of data protection legislation is the Regulation (EU) 2016/679 of the European Parliament and of the Council of 27.10.2016 on the protection of natural persons with regard to the processing of personal data and on the free movement of such data (the “General Data Protection Regulation” or the “GDPR”), which at the same time repealed the previous Directive 95/46/EC of the European Parliament and of the Council of 24.10.1995 on the protection of individuals with regard to the processing of personal data and on the free movement of such data (the “Data Protection Directive”). The General Data Protection Regulation shall become effective and replace the Data Protection Directive on 25.05.2018.

The GDPR stresses the importance of transparency of data processing to the concerned individuals. This is highlighted by the fact that it is prominently named in Article 5(1)(a) GDPR as part of the first principle that must be complied with in the course of any data processing. While transparency as a principle is of a rather general nature, the GDPR elaborates on the transparency principle in the context of various duties imposed on those persons controlling the processing of personal data (defined as “controllers” in the GDPR).
In particular, controllers are required to provide for transparent information to individuals. For example, the controller must provide the individual whose data is going to be processed (defined as the “data subject” in the terminology of the GDPR) an array of information, including the purposes of the processing for which the personal data are intended as well as the legal basis for the processing (Article 13(1)(c) GDPR), the recipients or categories of recipients of the personal data (Article 13(1)(e) GDPR), the period for which the personal data will be stored (Article 13(2)(a) GDPR), or, where the controller intends to further process the personal data for a purpose other than that for which the personal data were collected, information on that other purpose (Article 13(3) GDPR).

Where the controller cannot rely on one of the other alternatives of lawfulness of the processing, the controller will need to ask for the data subject’s consent. Within the context of a consent declaration, the controller must again provide extensive information, while any failure to do so will render the consent declaration non-binding (Article 7(2) GDPR).

The GDPR requires any information and communication relating to the processing of personal data to be concise, easily accessible and easy to understand (Article 12(1) GDPR). Given that the controller is responsible for, and must be able to demonstrate compliance with, the transparency principle (Article 5(2) GDPR), any mistake, inconsistency or choice of improper wording will render the controller subject to severe legal consequences.

Most notably, an infringement of the transparency principle, a violation of the information duties, or processing on a consent declaration which turns out to be invalid due to lack of information will be punishable with administrative fines up to 20 million Euros, or in the case of an undertaking, up to 4% of the total worldwide annual turnover of the preceding financial year, whichever is higher.

Whenever legal duties are combined with high fines in cases of infringements, the exact interpretation of the regulations becomes paramount. In particular, given the severe consequences, it will become crucial to determine when an information has been communicated in a way that it can be easily understood by the recipient. When it comes to determining the exact amount of a fine, it becomes equally important to assess the gravity of the infringement based on if, and if yes, how severe, the individual’s interests are actually harmed.

To this end, this paper examines how interested individuals are in obtaining privacy information, and – should they be of rather low importance – what this can mean for the interpretation of the above questions.

2. Survey of Literature

A number of publications already deal with how individuals actually notice and comprehend legal texts in general, and privacy information in particular.

In one experiment, it was found that where, in the process of registering on a website, the privacy policy is not displayed to users by default, users will usually refrain from clicking on the non-obligatory link to actually access the document (Steinfeld, 2016). Even where users access the document, they usually spend less time on reading it compared to users to whom the text of the policy is mandatorily displayed.

This finding was somehow contradicted by the users’ self-assessment in another study, which found that 54% of the users claim they would read the privacy policy upon their first website visit (Earp and Baumer, 2003).
Others have focused on comparing various forms of privacy policies, i.e. regular, paragraph-style policies versus more visual variants, which put an emphasis on clearly lining out the privacy goals and vulnerabilities (Vail et al., 2008). The authors found that users have a hard time comprehending classical, paragraph-style policies, while at the same time users found those policies to be more trustworthy than the more visual and plain variant.

When testing the degree of user’s comprehension of privacy policies, a study shows that the comprehension rate is of a quite low degree, regardless of whether the users were asked to answer a question that has been dealt with in the policy they were given to read prior to the experiment, or whether users had to located a particular answer to a given question in the privacy policy in front of them (Vu et al., 2007).

Other research has found that it does not really matter whether the language in privacy policies is rather vague or explicit when it comes to the degree of comprehension (Strahilevitz and Kugler, 2016).

The issue is not limited to privacy policies, as it has been established that many consumers neither read the terms of a contract (e.g. the Facebook end user license agreement) they are entering into (Ayres, 2014).

But even where users do obtain and understand the relevant privacy information, it has been shown in various studies that people still disregard any concerns and readily provide personal data, even when told that such data was expressly not necessary for meeting the respective purpose of the website (Spiekermann et al., 2001; Behrendt et al., 2005; Norberg et al., 2007).

3. Methodology

Based on the ambiguous previous data and the author’s own perception, a hypothesis can be formed that users rarely read privacy policies. If this was to be supported, the finding could be used for a legal interpretation of relevant provisions of the GDPR.

In order to determine whether users read privacy policies, objective access data was gathered from website operators. It can safely be inferred that a user who does not access the subpage where the privacy policy is made available accordingly cannot read the privacy policy.

Most website operators use website analytics software, such as Google Analytics, Adobe Analytics, Matomo (formally known as Piwik), etc. Such analytics software usually measures certain indicators in order to determine how a particular website is actually being used. Among the parameters are “page views” and “unique users”.

A “page view” is defined as an instance of a page being loaded (or reloaded) in a browser. Page views is a metric defined by Google as the total number of pages viewed in a given period of time.

A “unique user” is defined as an IP address plus a further identifier, such as a cookie or registration ID. The metric is usually measured in a given period of time. While the term implies that one unique user actually equates to one and the same physical person using the website, the metric has certain shortcomings, given that the parameter is only suitable to recognize the same machine accessing a website. It may fail to take into account that a user may use more than one device and/or internet providers to access the website (e.g. a desktop computer and a smartphone), and thus may display a too high number of unique users. It might also fail to recognize a returning user where the user actively suppresses
the transmission of the additional identifier (e.g. by deleting the cookies from their computer between visits). It can be supposed that the actual number of physical users is lower than the measurement would suggest, although it can never be higher than the number of page views.

By comparing the number of unique users on the website’s home page and the number of unique users accessing the data protection information page, it can be measured how many users actually access the provided information. To this end, despite its aforementioned shortcomings, the unique users metric was taken as a basis. It needs to be noted, however, that not all users access the website via the home page, but may directly view certain subpages (e.g. by following direct hyperlinks to subpages, by following search engines results, or by accessing dedicated landing pages). This implies that the actual number of website visitors will in fact be higher, while at the same time, the unique user metric will display more than the actual number of unique users. It is also worth noting that not every visitor who accesses a certain website can be deemed to have thoroughly read the displayed information. However, these inaccuracies shall be ignored, because they would lead to an even more unfavourable ratio between total number of visitors and the ones accessing the data protection information.

To gather the website analysis data, dedicated companies and organisations were invited to provide such data, encompassing a certain reference period between 1 month and 1 year, which must have been older than 2 years. To obtain a relevant picture, among the invitees were the following companies:

- the 30 largest German publicly listed stock corporations (so-called “DAX 30”)
- the 30 largest German websites (AGOF, 2017)
- the 10 largest German non-public corporations
- the 10 most prominent global companies
- the 5 most relevant German media outlets
- 10 smaller German companies
- the 3 largest German footballs clubs
- German federal government and European Commission.

Those companies were asked to provide, for a reference period, the number of unique users and page views on their home page, and the number of unique users and page views on their privacy policy sub-page.

4. Data and Results

From those 100 invitees, 21 provided the requested data, representing, according to the unique user metric, an indicator of the behavior of a total of roughly 3.2 million different website users. 4 of those replies had to be discarded because they contained numbers either much too high, or they were invalid (e.g. total number of unique users on privacy policy sub-page was higher than total number of unique users on home page).

First, as could be expected, a correlation could be shown between the number of unique users on the home page and the number of unique users on the privacy policy sub-page:
There is a strong positive correlation (Pearson correlation coefficient of .684) between the two variables, meaning that the higher the number of visitors to the home page, the higher the number of visitors to the privacy policy sub-page:

<table>
<thead>
<tr>
<th></th>
<th>Total no. Unique Users on Home Page</th>
<th>Total no. Unique Users on Privacy Policy Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total no. of Unique Users on Home Page</td>
<td>Pearson correlation coefficient</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>significance (2-tailed)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>17</td>
</tr>
<tr>
<td>Total no. of Unique Users on Privacy Policy Page</td>
<td>Pearson correlation coefficient</td>
<td>.684</td>
</tr>
<tr>
<td></td>
<td>significance (2-tailed)</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>17</td>
</tr>
</tbody>
</table>

What is striking is that the ratio between the total number of visitors on the home page and the number of visitors of the privacy policy sub-page is very low. The results show that based on a unique user metric, an average of ca. 66,000 users visited the home page in the reference period, while only ca. 200 of them visited the privacy policy sub-page, amounting to a ratio of only .3%.
A similarly low number can be shown based on the median, where the percentage of users accessing the privacy policy sub-page is only slightly higher than the average at about .75%:

Table 2: Total no. Unique Users on Home Page, Privacy Policy Page, and Imprint Page

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Valid</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Invalid</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>66,132.16</td>
<td>201.53</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td>17,854.00</td>
<td>134.00</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td></td>
<td>89,364.93</td>
<td>194.90</td>
</tr>
<tr>
<td>Minimum</td>
<td></td>
<td>220</td>
<td>23</td>
</tr>
<tr>
<td>Maximum</td>
<td></td>
<td>300,089</td>
<td>777</td>
</tr>
</tbody>
</table>

There is also a significant difference between the Percentage of users accessing the privacy policy and the ones accessing the so-called imprint (a sub-page on which basic information about the identity of the provider is disclosed, such as company address, name, company registry no. etc.). The imprint apparently draws a somewhat greater interest, with a ratio of 3.1% based on average and 1.8% based on the median value. The number of users accessing the imprint was thus up to 6 times higher than the number of users accessing the privacy policy.

5. Discussion and Conclusions

The above results could lead the observer to believe that failure to provide the necessary information may be considered a minor fault.

5.1. Systematic Classification of Information Duties in the GDPR

However, when looking at Art. 83 of the GDPR, one can find that there are two categories of fines, one with a fine framework of up to the higher of 10 million euros or 2% of the annual world-wide turnover, and one with a fine framework of 20 million euros or 4% of the annual worldwide turnover. Interestingly, a violation of the information duties belong to the second category which threatens the higher fine. The lawmaker obviously held that an infringement of the information duties must be considered a major one, compared to infringements of the first category, which contains, among others, infringements against the regulations concerning a child’s consent (Art. 8 GDPR), against the obligations of a data processor (Art. 28 GDPR), and even the notification of the individual in cases of a personal data breach (Art. 34 GDPR). In other words, the fine framework for failing to provide a general information on how data is being processed is surprisingly higher than for failing to inform a person if that individual’s personal data has been accidentally disclosed to third parties and this is likely to result in a high risk to the rights and freedoms of natural persons (Art. 34 (1) GDPR), e.g. if credit card information has been disseminated into the dark web.
Notwithstanding the maximum ceiling of a fine, according to Art. 83 (2)(a) GDPR, administrative fines shall be imposed depending on the circumstances of the individual case, with regard being given to the nature and gravity of the infringement, as well as the level of damage suffered by individuals. In addition, according to Art. 82(2)(k) GDPR, any mitigating factors shall be taken into account.

5.2. Effectiveness of Privacy Policies

Here it is where the above findings must be taken into account. It would be hard to argue that the failure to provide information caused any damage, when the data shows that in fact virtually no one would have acknowledged the information, let alone base a purchase decision on such information. Failure to provide information that virtually nobody ever accesses can hardly be found to be an infringement of great gravity.

It seems that with the implementation of the GDPR, the lawmakers vastly overestimated the relevance of privacy information, which is surprising, given that the consumer’s indifference to privacy information has been established for many years.

To this end, it must also be taken into account that even if the information on how data is being processed is provided to users, and where users originally have no intention of disclosing personal information altogether (whether based on a general reluctance or the actual information provided in the privacy policy), it has been demonstrated that such intention is not a reliable indicator of the users’ actual behavior. This finding also invalidates any notion of privacy information being key for enabling self-determined consumers.

What is also worth noting is that there cannot be found a general indifference to the provision of certain information, as can be seen with regard to the access numbers on the imprint sub-page. Apparently, obtaining such basic information about the identity of the provider is much more frequent than about data processing, albeit, also on a comparably low level.

5.3. Conclusion

It must be concluded that where controllers fail to provide the information according to Art. 13 GDPR, save for special circumstances of the individual case, the imposition of a severe fine would generally not be warranted.

If this applies to cases of complete failure to provide the information, it must apply all the more to cases where the information has been provided, but merely failed to adhere to the required level of concise, transparent, intelligible and easily accessible form, and clear and plain language (Art. 12 (1) GDPR). This will be the practically more relevant issue, because, whether it is due to legal requirement or to best practice, most websites do provide some sort of privacy information.

As was shown above, the vast majority of users will never be impacted by an insufficiently transparent formulation of privacy information, as they do not access this information in the first place. This should call administrative authorities for a more lenient approach when it comes to assessing whether website controllers have complied with information duties.
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Abstract

This paper is concerned with reviewing the literature regarding the profit shifting techniques used by the Multinational Companies to avoid taxation. We review both theoretical and empirical studies in order to establish the main techniques of profit shifting and what is their reflection in the financial statements of the companies. Also, the paper aims to find what are the main factors that enhance profit shifting. The objective of this review is to provide a better appraisal of profit shifting techniques in a systematic manner, by showing what are the latest findings related to tax avoidance practices.
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1. Introduction

In the context of globalization and increased mobility of capital across the world, the avoidance of corporate income tax (hereinafter as CIT) becomes a difficult issue to tackle. Since each country has a different set of tax rules regarding CIT, the Multinational Companies (hereinafter as MNC’s) can exploit these differences in order to lower their tax burden. One of the most common tax avoidance strategy used by the MNC’s is the shifting of profits through various methods from high-tax jurisdiction to low or no-tax country. The objective of this paper is to review the literature that assesses the profit shifting techniques. We aim to provide a comprehensive evaluation on the latest findings related to tax avoidance practices of the MNC’s. In the last three decades, there is a rich body of literature that has been concerned with investigation and evaluation of profit shifting techniques across the world. However, the literature tends to assess each profit shifting sepa-
rately, where the economists focus on a particular tax avoidance practice, leaving the perception of a scattered approach towards the issue. The contribution of this paper arises from a systematic approach to review the latest findings with respect to profit shifting techniques, in order to build an encompassing overview on MNCs’ tax avoidance methods. The structure of the paper is as follows. In the first section we describe the concept of profit shifting, its’ triggering factors and potential countermeasures. In the second section we identify different techniques of profit shifting following the current literature. In the third section of this paper we build groups of studies which study profit shifting of MNC’s pertaining to a specific country (i.e., the US-based MNC’s) and MNC’s based in the EU. In this section we compare the results obtained in order to show subsequent discrepancies between studies. The fourth section of this paper ends with concluding remarks.

2. The concept of profit shifting

Dyreng (2015) defines profit shifting as the strategic actions taken by MNC’s to report less profit in high-tax countries and more income in low or no-tax jurisdictions. The author argues that a narrow conceptualization of profit shifting concept is needed. Thus, profit shifting represents those strategic actions to report profit in a jurisdiction different from where the economic value is created. Dyreng (2015) considers that the main factors or drivers of profit shifting are the loop-holes in tax laws from different countries accompanied by the great difficulty to establish the true value of intellectual property. According to Dyreng (2015) another driver of profit shifting is represented by tax differentials between world countries. MNC’s are prone to shift profits as long as there are different corporate income tax rate in different jurisdictions. Moreover, there are cases where profits are shifted or entire companies relocate because of political or social instability.

Markle (2015) describes profit shifting as the intentional movement of profits by the MNC’s from high to low tax jurisdictions. One important argument brought by Markle (2015) is the fact that profit shifting itself produces a range of costs that a MNC should take into account. In some cases shifting profits can involuntary break some tax rules or local laws. In this situation the MNC could face penalties and fines. Moreover, when a company uses shell companies or special purpose entities (hereinafter as SPE’s) or hybrid entities to shift profits into tax havens, there are legal costs associated with the creation and the maintenance of such entities. Markle (2015) considers that a bad reputation or an image loss is another costs that a MNC should take into account if found that is trying to shift profits in order to avoid taxation. The author considers that the most common drivers of profit shifting are tax rate differentials and the increasing mobility of intangible assets – intellectual property.

OECD (2013a) underlines that tax base erosion poses a risk towards tax revenue, tax sovereignty and tax fairness across the OECD countries and non-OECD countries alike. Profit shifting plays an important role in base erosion. The main factors that enhance profit shifting according to OECD (2013a) are: international mismatches in entities such as hybrid arrangements and arbitrage; the abuse of tax treaties related to profits derived from transactions of digital economy; preferential tax regimes related to debt-financing and other intra-company transactions; transfer pricing and artificial splitting of ownership of assets between legal entities; the low effectiveness of anti-avoidance measures such as GAARS; different treatment of Controlled Foreign Companies; thin capitalization rules and the existence of tax preferential regimes. Base Erosion and Profit Shifting (here-
inafter as BEPS) is seen by the OECD (2013a) as a result of active and aggressive tax planning and tax strategies aimed to avoid taxation in high-tax rate countries and shift profits towards low or no-tax countries. This practice is not only affecting tax revenues collected by the state (i.e., the integrity of corporate income tax revenues) but also undermines competition between companies. Profit shifting gives a competitive advantage to MNC’s in comparison to domestic companies. Profit shifting, according to OECD (2013) distorts investment decisions, where the resource allocation does not follow added value creation but aims to shift investment towards locations with low pre-tax return and high after-tax return. Finally, profit shifting could harm the overall voluntary tax compliance by all taxpayers, if there is a broad perception that MNC’s can legally avoid taxation.

OECD (2013b) considers that a concerted action plan should be adopted through mutual cooperation between the governments in order to decrease base erosion and limit profit shifting. In the context where there are three parties that are harmed by profit shifting, namely governments, individuals and businesses, OECD (2013b) proposed a 15-step action plan to counter base erosion and profit shifting.

3. Categories of profit shifting techniques

Gravelle (2015) considers as a common method to shift the profit and avoid taxation by the MNC’s, the practice to intra-company loans granted to subsidiaries placed in high-tax countries in comparison with the subsidiaries placed in low-tax nations. Earning stripping is another method to shift profits by the MNC’s addressed by Gravelle (2015). Earning stripping aims to use the interest payments as the tool of decreasing the tax base and thus lower the tax base for corporate income tax. On the other hand, the borrower is a company placed in no or low tax jurisdiction which would avoid paying taxes on interest income. One of the main countermeasures to overcome this profit shifting method is to limit earning stripping by imposing thin capitalization rules. Another common method to shift profits, according to Gravelle (2015) is transfer pricing. The countermeasure to limit profit shifting is the arms-length principle. This principle is easily applicable in case of goods and services that have comparables on the market. However, Gravelle (2015) notes that the ability of arms-length principle is greatly reduced in case of intellectual property. Most of the patents are unique and do not have comparables on the market in order to establish the true price according to arms-length principle. Therefore, the MNC’s can abuse of intra-company trade to shift profits, by over-invoicing the royalty payments to subsidiaries placed in high tax countries.

The third technique to evade CIT is the check-the-box practice used mainly by the US MNC’s. In order to register for income tax purposes in the US, a business can choose to be declared as a corporation, a partnership or a disregarded entity. The US companies can choose if their foreign affiliates can be treated as foreign disregarded entities of another corporation. If the MNC chooses to declare its foreign affiliates as foreign corporation (i.e., branches) then all the income obtained by these CFC’s are subject to subpart F income rules and are liable to corporate income tax. On the other hand if the CFC’s are declared as foreign disregarded entities then the income obtained by these entities does not fall under US tax law (Dowd, Landelfed and Moore (2017)). Another method to avoid CIT used by the MNC’s, assessed by Gravelle (2015) is cross crediting. The MNC’s can use the excess of foreign taxes paid in one jurisdiction to offset the US tax due on other income obtained by the subsidiaries of the same MNC in other countries.
Contractor (2016) notes that there are seven main tax-avoidance techniques used by the MNC’s, in order to erode tax base and shift profits from high-tax to low or no-tax jurisdictions. The first method to shift profit shifting is represented by exemptions or deferrals of profits obtained in company’s foreign affiliates. This example is applicable mostly to US MNC’s, where the US not only taxes the profits obtained by parent company based on US soil but also the income obtained abroad by the MNC’s affiliates. However, the US tax law allows the US MNC’s foreign income to be deferred indefinitely. The reason behind this practice is due to the fact that MNC’s do not remit the profits back to US. Usually these untaxed profits are held in tax havens or reinvested in other businesses abroad.

The second most common technique to shift profits used by the MNC’s is transfer pricing. Often the MNC’s engage in artificially increase of price between two subsidiaries in order to increase costs for the affiliate placed in high-tax rate country and increase revenues for the affiliate placed in low or no-tax jurisdiction. Contractor (2016) argues that the intra-company trade is amounting up to 42–55% of world trade, meaning that there is a lot of space for unfair transfer pricing practice. This technique to shift profits and avoid taxation is more prone in particular cases where the arms-length principle is difficult to enforce (i.e., the intermediate products with unique characteristics with embedded technology – intellectual property).

Royalty payments represent the third method to shift profits by the MNC’s from high to low tax countries. Contractor (2016) notes that royalty payment could help MNC’s to shift profits because the current business are technology intensive and most value is contained into intangible assets or proprietary technologies. Another cause of profit shifting through royalty payments is the current tax rules which allow companies to transfer patents and brands from parent company to a holding company or subsidiary placed in low or no tax country. The third cause of profit shifting through royalty payments cited by Contractor (2016) is the fact that most of tax rules across the world countries allow royalty payment deductions even if the patent or the invention is held by the subsidiary of the same MNC.

The fourth technique to shift profits assessed by Contractor (2016) is the intra-corporate loans. This practice is used mainly because the borrower can deduct its interest expenses and thus lower the tax base in order to pay less CIT. The current tax rules allow interest payments deductions, without differentiating who is the real creditor (e.g., the source of loans is a subsidiary controlled by the same MNC or an external financial entity). Profit shifting through intra-corporate loans appears when the borrower company and the lender are subsidiaries owned by the same MNC, except they are based in different countries. Usually the borrower is placed in high-tax rate country and the lender is based in a low or no-tax country.

The fifth technique of profit shifting is the parent overheads and costs concentration to parent company which is placed in high-tax country. Even if the full overheads and costs are not born entirely by the parent company these expenses are not spread to other subsidiaries.

The sixth method to shift profits is the use of tax havens by the creation of shell-companies (Contractor (2016)). The shell-companies based in tax haven countries can be used by the MNC’s as parking places for un-repatriated profits into US. This practice is mostly used by the US-based MNC’s in order to avoid CIT and maintain an indefinite deferral of foreign profits taxation. Another use of tax haven countries is the so-called “round-tripping” scheme used especially by the Chinese MNC’s to channel FDI in China. Firstly the outbound Chinese FDI is placed in small tax havens countries such as Caribbean Islands
or Honk-Kong. Then, these out-bond FDI return to China under the pretext of foreign investment which benefits from special tax breaks and other benefits from Chinese government.

The seventh technique to evade taxation and shift profits is the inversion. Contractor (2016) gives the example of pharmaceutical company Pfizer which is based in the US to merge with an Ireland based company Allergan in 2016. An inversion represents a headquarter shifting to a lower tax country by acquiring or merging with another company.

De Simone, Klassen and Seidman (2016) investigate other techniques to shift profits. The authors analyse the so-called shift-to-loss strategy to avoid taxation. This unconventional strategy assumes that MNC's not only direct profits to subsidiaries based in low-tax countries, but profits could be shifted to unprofitable, loss-reporting subsidiaries in high-tax jurisdictions. This means that even if profitable subsidiaries based in low-tax countries will pay less tax, in comparison with them, the unprofitable subsidiaries based in high-tax countries have an advantage since reporting loss means that the marginal tax rate is zero. In this case the MNC's adopt a shift-to-loss strategy by moving profits to unprofitable subsidiaries, reporting less loses and decreasing the tax burden of profitable subsidiaries. De Simone, Klassen and Seidman (2016) found that this non-conventional profit shifting technique is done using intra-company trade, where transfer prices are adjusted between the profitable and unprofitable subsidiary in order to shift income towards zero-tax paying entity.

With respect to discrepancies between studies that assess the profit shifting techniques there are opposite classification of profit shifting techniques. Clausing (2009) divides the profit shifting techniques into two distinct categories: financial tools as response to taxation of corporate income tax such as transfer prices assigned to international trade, the financial structure of the subsidiaries and change of location of royalties and intangibles; the real response of the MNC's to changes in CIT rates associated to complete movement of assets, employment and economic activities in low tax countries. Heckemeyer and Overech (2017) consider that the strategic use of debt (i.e., intra-company loans) represents tax-efficient financial technique and the non-financial technique are represented by transfer pricing and licensing.

4. Profit shifting techniques – literature review

In this section we provide a systematic review of the empirical literature concerned with profit shifting techniques. OECD (2015) underlines that the overall BEPS magnitude is significant, which translates into annual losses of 4–10% of CIT revenues or 100 to 240 billion USD. According to Devereaux and Maffini (2007) and Heckemeyer and Overech (2017) the empirical literature regarding profit shifting is driven mainly by data availability than developing new methods of examining profit shifting. Consequently, we group the empirical literature according to the country (i.e., United States of America) or group of countries (i.e., the EU) on which the empirical analysis is based. The state of current literature regarding profit shifting analysis presents a polarization, where the empirical studies use mainly the US data or the EU company-level data and to a lesser extent other countries (i.e., China, India).

Before we refer to empirical studies that tackle profit shifting techniques in a particular country, we present the studies that performed meta-analyses taking into account the most influential publications on this issue. One of the main contributions in reviewing
the empirical literature with respect to profit shifting techniques is the study of Dhar-
mapala (2014). The author points that the dominant approach to empirically analyse the
profit shifting practices is the "Hines-Rice" method. Hines and Rice (1994) were the first
economists that proposed a methodology to investigate and assess profit shifting. The
methodology used by Hines and Rice (1994) to investigate if profit shifting does occur, is
by assuming that pre-tax income of an affiliate represents the sum of "true" and "shifted"
income. This "true" income is a result of employing labour and capital. Thus the most im-
portant independent variables used by the authors are: fixed tangible assets and employ-
ment compensations. Hines and Rice (1994) assume that the size of shifted income is de-
termined by the tax incentives in different jurisdictions. The basic tax incentive taken into
account by the authors is the tax difference faced by the parent company based in one
country and the tax rates faced by the foreign subsidiary.

Devereaux and Maffini (2007) also provide a detailed analysis of empirical literature
that assesses the issues of profit shifting. The authors propose a more complex analysis of
profit shifting by investigating the impact of taxation on several aspects regarding the
MNC's locational decisions. Devereaux and Maffini (2007) found that effective average tax
rate plays a more significant role than marginal tax rates in case of discrete location
choices of the MNC's. The differences in statutory tax rates have a significant impact on
the location of income (i.e., declared profit). Tax differentials, according to Devereaux and
Maffini (2007) have affected financial policy, the repatriation of profits and the intra-com-
pany transfer prices.

A considerable contribution to the literature regarding the assessment of profit shift-
ing techniques is done by first group of empirical studies which use the US company-level
data.

Clausing (2006) analyses the impact of tax incentives on intra-company trade. The
author uses the data provided by Bureau of Economic Analysis (hereinafter as BEA) for
the period of 1982–2000. The data is concerned with US-based multinationals and the US
international trade. The author demonstrates that tax incentives do affect international
intra-company trade balance due to potential tax savings.

Clausing (2009) uses the data provided by BEA for US MNC's in order to analyse the
sensitivity of profit shifting due tax differences between countries. When a host country
where a subsidiary owned by an US-based MNC decreases the tax rate by 1% then the
subsidiary will declare 0.5% more profit as response to lower tax burden. Clausing (2009)
found that in 2004 the financial techniques to shift profits used by US MNC's have lowered
the US CIT revenues by 35% or 180 billion USD. The real movement of assets and employ-
ment in order to avoid high CIT rates have decreased the US CIT revenues by 18% or 80
billion USD.

Schwarz (2009) uses BEA database to research the profit shifting techniques by the
US-based MNC's. The author finds that the US owned subsidiaries have a lower equity
ratio in high-tax rate countries compared with affiliates in low-tax countries. Thus the
strategic use of debt to shift profits from high to low tax countries plays an important role.
Also the author finds that retained earnings in lower in high-tax countries due to the tax
deferral rules. Schwarz (2009) concludes that the US controlled subsidiaries report a
higher pre-tax profitability in low-tax countries than the affiliates based in high-tax coun-
tries.

Keightley and Stupak (2015) use the US BEA database to examine the main routes of
profit shifting by the US MNC's. The BEA database provides a detailed set of data regarding
the financial operations of the US MNC's including reported profits and their location and
also country-level data of FDI. The authors conclude that 65% of the reported profits by
the US owned MNC’s in tax havens countries and tax preferred countries such as: the Netherlands, Ireland, Luxembourg and Bermuda. The authors observe that 47% of outbound FDI by the US MNC’s are directed in tax preferred countries or tax havens. Another strategy of US MNC’s to channel investment in low or no-tax countries by using holding companies. The authors stress that FDI channelled through holding companies has increased in the last 3 decades from 9.4% to 46.2%

Gravelle (2015) assesses the role of tax havens in profit shifting by the US MNC’s. The author lists a number of 50 countries that bear the characteristics of tax haven: low or no-taxes; lack of transparency and lack of effective exchange of information. The author uses the data regarding the Controlled Foreign Companies of the US MNC’s provided by Internal Revenue Service and US Statistics of Income. Gravelle (2015) finds that the profits declared by the US CFC’s in tax havens and tax preferred countries such as Ireland and the Netherlands have increased significantly from 2004 to 2010, signalling profit shifting practices in order to avoid taxation.

Flaaen (2017) analyses transfer pricing techniques of the US MNC’s. The author studies the profit shifting behaviour of US MNC’s by estimating the impact of CIT rate differences and dividend repatriation tax rate on transfer prices. Flaaen (2017) uses the micro-level data for the US MNC’s from Linked/Longitudinal Firm Trade Transaction Database. The author finds evidence of profit shifting through transfer prices, where a gap is present between arms-length principle and related party export prices. The export prices towards low-tax countries tend to be under-priced and the import prices through prices tend to be over-priced. The results obtained by Flaaen (2017) show that the US MNC’s under-reported 6 billion USD of exports and over-reported 7 billion USD imports.

The second group of empirical studies that contribute significantly to the literature regarding profit shifting methods is represented by the researches that use the EU company-level data.

Dischinger (2007) underlines three major categories of profit shifting: intra-company trade with overpriced intermediate goods; the use of overhead costs such as R&D and headquarter services which are strategically allocated to subsidiaries located in low tax countries and inter-company financial transactions. The author uses the European micro database AMADEUS to analyse CIT avoidance and found evidence of profit shifting through the subsidiaries based in the EU countries. Dischinger (2007) found a decrease of pre-tax profits by 7% if the tax difference of a subsidiary to its immediate shareholder increases by 10%.

Huizinga and Laeven (2008) analyse the profit shifting by the EU-based MNC’s using the micro-level data compiled by Bureau van Dijk (AMADEUS). Following the traditional approach of investigating the responsiveness of reported profits to tax differentials, the author introduce a new approach, the tax differences between affiliates of the same MNC based in different countries. The average semi-elasticity of reported profits by the European subsidiaries is found to be 1.43. Thus, the authors find a substantial response of the reported profits that validate profit shifting among the European countries. Huizinga and Laeven (2008) conclude that the intra-European profit shifting depends on the international structure and international tax regime that the MNC’s face in each country where its subsidiaries are based.

Weichenrieder (2008) analyses the profit shifting behaviour using the inbound and outbound German FDI data. The method adopted by the author is to analyse the correlation between the home-country tax rates where the MNC’s is based with the after-tax profitability reported by German affiliates. The author does find evidence of profit shifting, where the profitable affiliates increase their reported net profit by 0.5% as a response to
10% increase of parent’s home-country tax rate. Buettner and Wamser (2013) use the micro-level database of all German multinationals from the German Central Bank to analyse the size of profit shifting done by German MNC’s using the strategic intra-company loans. The author uses the internal loans between subsidiaries owned by the German MNC’s and tax differentials between multinational groups. The results obtained show that internal loans tend to react significantly to tax differentials between subsidiaries placed in low-tax countries.

Saunders-Scott (2015) analyses the relationship between profit shifting methods, namely transfer pricing and intra-company loans. The author uses the Bureau van Dijk ORBIS database to collect the data regarding the financial information of European multinationals. To investigate the relationship of transfer pricing over intra-company loans, the author uses the pre-tax income reported and taxes and the responsiveness of debt to equity ratio to government changes of interest deductions rules. Saunders-Scott (2015) finds that earning stripping rule implementation does decrease profit shifting through transfer pricing. However, the MNC’s tend to treat intra-company trade and intra-company loans as substitutes.

Beer and Loeprick (2015) use the ORBIS database to analyse the main drivers of transfer pricing and potential counter measures. The authors use as profit shifting enhancing factors the intangible assets endowment of subsidiaries and the supply-chain complexity of the MNC’s. Beer and Loeprick (2015) found that if the subsidiaries have a greater ratio of intangible to total assets, tend to report less profits if the tax rate increases compared with subsidiaries with no intangibles. In the same manner as the supply-chain of the subsidiaries becomes more complex, their reported profits tend to decrease as the tax rate increases. The authors conclude that the implementation and enforcement of strict transfer pricing regulation does show a steep decrease of profit shifting though this practice.

Fuest et al. (2015) analyse the profit shifting technique using the strategic placement of intellectual property rights. The authors present the case of “Double Irish Dutch Sandwich”, used to minimize tax base and avoid taxation, by exploiting the low tax rates of Ireland and the Netherlands and benefit from withholding tax-free regime in the EU countries. The authors recommend the implementation of a new or to extend the existing withholding taxes on interest and royalty payments, which could limit tax planning and profit shifting.

Jansky and Kokes (2015) analyse the financial and ownership data of companies operating in the Czech Republic aiming to find evidence of profit shifting. The authors also use data regarding 4124 multinational companies that operate in Czech Republic. Jansky and Kokes (2015) found that the MNC’s with links to tax haven countries have a positive impact on the debt to equity ratio of the subsidiaries. Moreover, Jansky and Kokes (2016) research the ability of MNC’s to shift profits from Czech Republic to three European tax havens, namely the Netherlands, Switzerland and Luxembourg. The authors found that companies linked to the above stated countries show a higher debt to equity ratio, which indicates profit shifting through strategic use of debt.

Heckemeyer and Overech (2017) analyse which factors have a greater impact on the profit shifting behaviour of the MNC’s. The starting point of this research is the negative correlation between the reported profits of parent and subsidiaries and the level of local tax rate. Heckemeyer and Overech (2017) perform a meta-analyse using 25 primary empirical studies which amount up to 238 estimates representing tax-rate elasticity of reported parent and subsidiary profits. The authors predict that if the host country decreases the corporate tax rate by 1 percent then the tax semi-elasticity of pre-tax profits
will increase by 0.8% in absolute terms. The paper of Heckemayer and Overech (2017) reaches opposite conclusions regarding the most used techniques to shift profits by the MNC’s compared with previous studies. While, Grubert (2003) considers that profit shifting is done equally through intra-company loans and intra-company trade, Dharmapala and Riedel (2013) find that the strategic use of debt is the main method used to shift profits from high to low tax countries. On contrary, Heckemayer and Overech (2017) conclude that non-financial methods to shift profit dominate the strategic use of debt. The same conclusion was reached in an earlier study by Huizinga, Laeven and Nicodeme (2008) where transfer prices and royalty payments dominate the intra-company loans in terms of main choice to shift profits and avoid taxation.

5. Conclusions

The aim of this paper is to review the literature that assesses the issue of profit shifting techniques. The concept of profit shifting represents the strategic actions and the intentional movement of profits from high-tax to low or no-tax countries. According to the literature, there are three main groups that are negatively affected by profit shifting practices, namely the government tax revenues, domestic companies and the overall voluntary tax compliance of the individuals. The factors that enhance profit shifting and tax avoidance by the MNC’s are the tax differences between countries and loopholes in tax rules across different jurisdictions which are exploited by the MNC’s in order to lower their tax burden. The reviewed literature underlines two main categories of profit shifting categories, namely the financial techniques and the real techniques to shift profits. The first category refers mainly to intra-company loans, intra-company trade, royalty payments, inversions, cross-crediting, tax deferrals, round-tripping of income and the use of holding companies and special purpose entities to strategic placement of FDI in low or no-tax countries. The real techniques of profit shifting used by the MNC’s refer to complete movement of production plants, capital and employment from a high-tax to a low-tax jurisdiction. Among the financial techniques of profit shifting, the US-based MNC’s engage in particular practices such as indefinite deferrals of CIT, check-the-box and round-tripping of profits due to the fact that the US government adopts the worldwide taxation of profits compared with territorial tax rules applied in other countries.

With respect to the empirical literature that investigates the behaviour and the existence of profit shifting across world countries, we found that there is a dominant approach – so-called the “Hines-Rise” method. The majority of reviewed papers tend to analyse indirectly the existence of profit shifting behaviour. The indirect method examines the semi-elasticity of reported profits to tax differences between countries where the subsidiaries are placed. The empirical literature that evaluates profit shifting techniques can be divided in two main groups according to the data used. The first group of paper uses extensively the US-based company level data and the second group of studies uses the EU-based company-level data. The US-based studies tend to perform a more in-depth analysis of profit shifting techniques due to detailed data availability regarding the financial information of MNC’s in comparison with the EU-based studies where the mainstream method is the “Hines-Rice” approach. The reflection of tax planning and tax avoidance into the financial statements of the MNC’s and their subsidiaries varies according to the profit shifting technique used. When the intra-company loans are used to shift profits, then the subsidiaries placed in high-tax rate will have a higher ratio of debt to equity; when the
intra-company trade is used (i.e., transfer pricing) to avoid taxation then overpriced exports and under-priced imports will appear; when inversion is used then the headquarters of the MNC’s will move from a high-tax to low-tax country. In conclusion, all existent practices of tax avoidance aim to lower the MNC’s worldwide tax burden by exploiting tax rules differences between different countries. We consider necessary the development of new methods to analyse the profit shifting techniques in order to reveal the magnitude of profit shifting behaviour and propose appropriate countermeasures.

Acknowledgements

This paper was funded by the Czech Science Foundation (GACR) grant [no.18-14082S] entitled: “Fair corporate taxation: Measurement of the impact of the corporate profit shifting on the budget of the Czech Republic”.

References


CONTRACTOR, F.J., 2016. Tax avoidance by multinational companies: Methods, policies, and ethics.


An Assessment of the Effectiveness of the Debt Rule in Poland’s Territorial Government Entities
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Abstract

The objective of the paper is to present problems associated with the implementation of the model of limiting indebtedness based on the individual debt ratio, which is calculated individually for every territorial government entity in Poland after 2013. It is the result of the introduction into the Public Finance Act of 2009 of fiscal rules protecting territorial government entities from losing their financial liquidity and preventing them from taking on excessive debt (the balanced budget rule and the individual debt ratio). The article also discusses some other factors which can affect local debt levels.
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1. Introduction

1.1. Background

In 2004–2008, and in 2009–2015 the Excessive Deficit Procedure was launched against Poland, which led to implementing a number of public finance reforms. The reforms were recommended by the European Commission as well as scientists and practitioners, and related to changes in the structure of expenditure and revenue as well as public finance management. They led to adopting the Act on Public Finance in 2009, which aimed to increase the stability, safety, effectiveness and rationality of public finance. In practice, the Act covered the following issues: the organizational and legal framework for the public finance sector; the activity-based budget (ABB); increased significance of planning through creation of tools for extended financial planning; introduction of stricter prudential standards and corrective measures related to public debt to GDP ratios; separation – within the central budget – of European funds, and introduction of management control...
in public finance entities. The next stage of the process included structural reforms, contributing to fiscal consolidation (pension reforms), and the strengthening of the national fiscal framework through the implementation of new fiscal rules.

From the perspective of the local self-government sector, the major changes related to implementing two fiscal rules. The first one relates to balancing the operating budget of territorial government entities (as of 2011); pursuant to Article 242 (the Public Finance Act of 2009), a body having the status of a territorial government entity cannot approve a budget in which planned current expenditure exceeds planned current revenue increased by a budget surplus of previous years and free funds. The other one is the individual debt ratio (as of 2014). Another significant step was creating a financial planning instrument for several years or longer periods within the framework of a mandatory long-term financial projection as of 2011. The objective of this projection was to increase the transparency and predictability of self-government finances, to facilitate the absorption of EU funds as well as to enhance the debt management process.

Despite much controversy over the construction of fiscal rules and the role of a long-term financial projection as a debt management tool, the implemented solutions remain in force. Also, it should be noted that the 2009–2013 period recorded a rapid increase in the indebtedness of territorial government entities.

In the context of increased indebtedness, the following question arises: was it the effect of an attempt to avoid new restrictions (the individual debt ratio), or did the new ratio prove to be a more effective practical solution increasing the financial security of territorial government entities? This paper discusses the above mentioned issues, and it also refers to some other factors which can affect local debt levels.

1.2. Literature Review

Theoretically, the character of public debt can be referred to its categories – good debt, financial debt, or financially rewarding debt (for financing investment projects which might generate future revenue, Poniatowicz, 2011). Good debt can be opposed to bad debt – administrative debt, non-rewarding debt aimed to achieve current budget balance. The first type of debt is productive by its nature as it affects development, while the second one is destructive (Jurewicz, 2017). Assessments of the indebtedness of territorial government entities, as part of public debt, frequently focus on the impact of debt on the ability to stimulate local development. However, attention should also be given to the financing of various tasks performed by self-government entities.

Territorial government entities are entitled by law to enter into financial commitments. However, it can pose a very serious threat of excessive deficit in relation to an entity’s repayment capacity, leading to the loss of liquidity. Literatures offer a number of definitions of excessive debt (e.g. Shiller, 2015; Salsman 2017). Poland does not use a legal definition of the excessive debt of public finance entities. With regard to such entities it can be assumed that excessive debt represents such a financial condition which prevents them from the timely meeting of financial obligations, leading to obligations which are immediately due, thus hindering the performance of public/local tasks (Krawczyk, 2016). In a broader context, the effects of excessive debt include the loss of creditworthiness and reliability and, consequently, the loss of financial liquidity and the threat of insolvency (Jastrzębska, 2016).

To counteract the phenomenon of excessive debt, the legislator has introduced an individual debt ratio based on a mathematical formula, calculated for a given entity in compliance with Article 243 of the Public Finance Act, which provides that a territorial
self-government entity cannot pass a budget the performance of which leads to the situation in which in a budget year and each year following a budget year the value of repaid debt obligations along with servicing costs (loan repayments, annual interest expenses, redemption of securities along with due interest and discount security, and potential repayments resulting from extended sureties and guarantees) to total budget revenue exceeds the arithmetic mean, calculated for the last three years, of the relation between current revenue, increased by the proceeds from the disposal of assets and decreased by current expenditure, and total budget revenue (the Public Finance Act of 2009). The determination of the individual debt ratio does not consider the amounts/debt related to the implementation of programmes, projects or tasks co-financed by EU funds and EFTA state aid schemes during periods not exceeding 90 days after the completion of a programme, project or task and the collection of refunded costs. It should be noted that the amount of debt of a territorial self-government entity, including the relations referred to in Article 243, as well as debt financing methods, constitute the elements of long-term financial projections, with the amount of debt being projected for the period of actual and planned financial obligations (the Public Finance Act of 2009).

The legislative body aims to reduce self-government debt, and it is the determination of the allowed debt limit that poses the greatest challenge in the debt management process. The individual debt ratio is mainly criticized for its impact on the possibility of taking out new loans the amounts of which are conditioned by an operating surplus generated in the period of the last three years. Moreover, specific ratio levels favour those entities which generate higher income from the disposal of assets (Kornberger-Sokołowska, 2015). In the case of excessive debt the construction of the ratio can be regarded as “stiff”. It results from the absence of the legislative mechanism which could provide the possibility of higher repayments than those imposed by the calculated formula. Also, literatures stress the deficiencies of the legal regulations related to debt reductions (Krawczyk, 2016) including the following: no possibility to reduce debt despite the availability of an entity’s own funds or to restructure debt through returnable revenue; the ratio is not affected by one-time considerable changes in revenue; differences in defining assets-related revenue (the Public Finance Act vs a long-term financial projection).

The adoption of the new solution is likely to encourage self-government entities to effectively manage their debt. Apart from debates over the term “effectiveness”, it should be assumed that optimal debt management policies do not aim to eliminate debt altogether but to integrate it effectively with financial management (Peter-Bombik, Kożuch, 2013). Paradoxically, the new debt limits have increased off-budget debt, which is not subject to the monitoring and control of supervisory bodies (hidden debt), encouraging entities to take out new expensive and high-risk loans (Jastrzębska, 2017). Self-government entities use instruments characterized by diversified legal structures, which are frequently based on several legal contracts (non-standard financial instruments and non-standard methods for financing budgetary activities, para-financial instruments having the characteristics of the system of financing from an entity’s own resources) in order to reduce budgetary debt. Such instruments include the following: equity financing (self-government entities set up community partnerships); sale and lease back; instalment payments; subrogation (National Council of Regional Clearing Houses, 2016). Some other instruments can be used to hide debt: assignment of receivables, factoring, forfaiting, trade credit, and public law partnership (Langer, 2014). In the context of legal solutions, such instruments are not subject to debt limits stipulated by the budget resolutions of territorial self-government entities, and, in addition to that, the concluding of agreements is not preceded by an opinion given by a Regional Clearing House with regard to the ability to
meet relevant financial obligations. Moreover, agreements are not subject to any limitations related to the purpose for which they are concluded (Budner-Iwanicka, 2017). The functioning of these instruments allows for postponing the maturity date, which results in the possibility to hide debt. The use of non-standard instruments is regarded as a way of manipulating the individual debt ratio. A significant role in this process is played by taking out loans from shadow banks. Moreover, public finance reporting (including the self-government sector) does not allow for an overall assessment of the financial effects of manipulating the individual debt ratio (Jastrzębska, 2017). It results from the fact that non-standard instruments are recognized as task-related expenditure – not debt-related expenses. Therefore, the resulting liabilities can only be verified by balance sheet reporting – not by budgetary reports. Being aware of these threats, the Ministry of Finance decided to enhance the monitoring of self-government debt and to counteract the manipulation of debt limit ratios. According to draft amendments to the Public Finance Act, the calculation of the ratio is to be based on new principles. It will exclude proceeds from the disposal of assets and include liabilities resulting from non-standard financial instruments. The proposal of the Ministry of Finance will allow for debt restructuring based on the repayment of existing debt through new debt with lower servicing costs. Also, prepayment will be possible from an entity’s own resources, e.g. a budget surplus of the previous years. Currently, if a self-government entity does not have an appropriate surplus from the last three years, it cannot pay off its debt.

In the context of considerations concerning the indebtedness of self-government entities, attention should be given to two issues:

1. self-government entities can use standard financial instruments including credit lines, loans or the issue of securities in the cases stipulated by legal acts. It refers to an entity’s financial budget needs and the concluding of pre financing agreements on the acquisition of EU funds.

2. debt projections constitute an element of long-term financial projections, prepared for the period in which actual loans are taken out or planned. Without considering some detailed interpretations of provisions related to long-terms financial projections, it should just be stressed that the term “planned” indicated a budget year. Therefore, financial projections are regarded as general debt steering instruments corresponding to relevant legal acts, which are not used for the purpose of rational decisions in response to an entity’s current financial conditions (Filipiak, 2016).

2. Methodology and Data

The analysis of the effectiveness of the individual debt ratio comprises several stages. The first stage is an analysis of data provided by the Ministry of Finance for the purpose of determining the share of self-government debt in Poland’s public debt in 2009-2016. Reports prepared by the National Council of Regional Clearing Houses and self-government entity’s reports on the implementation of budgets in particular years, presented by the Ministry of Finance, allow for the estimation of the size and structure of self-government debt by types of Polish self-government entities. The last stage of the analysis assesses compliance with the debt rule introduced in 2014. The conducted analysis is also qualitative in character – the ongoing changes are conditioned by the institutional and legal environment, e.g. new sources of income provided by the “Family 500+” social scheme 500+*.
3. Results

An increase in Poland's public debt coincides with the period of economic slowdown caused by the 21st century financial global crisis. In an attempt to identify the reason for a sharp increase in self-government debt, we should stress the fact that self-government debt accounts for merely 6% (2009) and 7.2% (2016) of the total public debt, and that it is dominated by the debt of territorial government entities and their associations (Table 1).

Table 1: The share of self-government debt in Poland’s public debt in 2009-2016 (PLN billions)*

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>State public debt</td>
<td>669.9</td>
<td>747.9</td>
<td>815.3</td>
<td>940.5</td>
<td>882.3</td>
<td>826.8</td>
<td>877.3</td>
<td>965.2</td>
</tr>
<tr>
<td>including</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-government debt**</td>
<td>39.3</td>
<td>53.4</td>
<td>64.2</td>
<td>67.4</td>
<td>68.4</td>
<td>71.6</td>
<td>72.1</td>
<td>69.6</td>
</tr>
<tr>
<td>including</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Debt of self-government entities and their associations</td>
<td>36.3</td>
<td>50.6</td>
<td>61.2</td>
<td>64.0</td>
<td>65.2</td>
<td>68.2</td>
<td>68.3</td>
<td>65.8</td>
</tr>
</tbody>
</table>

Source: author’s research based on Ministry of Finance data
* Data after consolidation

As of 1999, Poland’s administrative structure has been based on a three-tier system comprising gminas (rural communes, boroughs, and urban-rural communes), powiats (townships; country districts), and voivodeships. These entities enjoy constitutional rights to associate (e.g. gmina associations). At the end of 2016 Poland had 2,478 gminas (1,555 rural communes, 302 boroughs, and 621 urban-rural communes), 380 powiats (66 townships, 314 country districts), and 16 voivodeships. An analysis of the structure of self-government debt by type of entity (Table 2) indicates that the greatest share of debt is represented by gminas and cities with county rights. In 2009, gmina debt accounted for 36.3%, and in 2016 – 34.8% of the total debt. With regard to cities with county rights, their debt represented 46.5% (2009) and 47.2% (2016) of the debt of territorial self-government entities.

Table 2: Indebtedness of Poland’s self-government entities in 2009-2016 (PLN billions)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Gminas</td>
<td>14.6</td>
<td>21.9</td>
<td>26.0</td>
<td>25.9</td>
<td>25.8</td>
<td>26.4</td>
<td>25.4</td>
<td>23.9</td>
</tr>
<tr>
<td>Cities with county rights</td>
<td>18.7</td>
<td>23.4</td>
<td>28.1</td>
<td>29.8</td>
<td>30.9</td>
<td>32.4</td>
<td>33.2</td>
<td>32.4</td>
</tr>
<tr>
<td>Powiats</td>
<td>3.9</td>
<td>5.4</td>
<td>6.1</td>
<td>6.0</td>
<td>5.9</td>
<td>5.9</td>
<td>5.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>3.0</td>
<td>4.3</td>
<td>5.6</td>
<td>6.1</td>
<td>6.6</td>
<td>7.3</td>
<td>7.1</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Source: author’s research based on Ministry of Finance data

In the structure of debt of the particular types of self-government entities, up to 90% of liabilities in the cities with county rights are represented by credit and loans, while in the remaining entities the respective level is well above 90%. Self-government entities rely on securities on a much smaller scale.
In light of the above, the following reasons for an increase in self-government debt should be regarded as well justified: increased investment including EU-supported projects; decreased revenue resulting from economic slowdown in Poland (decreased contribution of direct taxation); new tasks assigned to self-government entities (Owsiak, 2014). Moreover, substantial liabilities were recorded in those gminas or cities with county rights which implemented active investment policies – not in the ones that found it difficult to finance the performance of public tasks due to low revenue levels (Misiąg, 2015).

Moreover, the analysis of data indicates that the expected “escape” from new limitations (the individual debt ratio) was recorded in 2010–2013, that is the time of implementing the Public Finance Act, strengthening the security of self-government finance (the implementation of the individual debt ratio was postponed until 2014).

In an attempt to determine whether the individual debt ratio contributed to reducing self-government debt, attention should be given to the fact that two rules had to be complied with in 2010–2013: a cap on debt servicing (principal plus interest to revenue could not exceed 15%), and the debt ceiling (liabilities to debt could not exceed 60% of revenue).

The data presented in Tables 2 and 3 confirm the stability of and slight reductions in the size of territorial self-government entities’ debt as of 2014. Also, a decrease is recorded in the number of entities which do not comply with the individual debt ratio.

Table 3: The number of territorial self-government entities in Poland not complying with the individual debt ratio in 2014–2019

<table>
<thead>
<tr>
<th>entity/year</th>
<th>2014a</th>
<th>2015b</th>
<th>2016c</th>
<th>2017c</th>
<th>2018c</th>
<th>2019c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>64</td>
<td>78</td>
<td>48</td>
<td>31</td>
<td>21</td>
<td>18</td>
</tr>
<tr>
<td>Gminas</td>
<td>47</td>
<td>57</td>
<td>33</td>
<td>21</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Cities with county rights</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Powiats</td>
<td>16</td>
<td>20</td>
<td>14</td>
<td>10</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: author’s research based on Ministry of Finance data
a - data related to the implementation of entities’ budget in 2011–2013
b - data related to the implementation of entities’ budget in 2012–2014
c - data related to the implementation of entities’ budget in 2013–2015

In 2014, 64 territorial self-government entities failed to comply with the individual debt ratio, accounting for 2.3% of the total number of entities. In 2015, the number of such entities rose to 78 (2.8%), and in 2016 – to 48 entities (1.7%). According to projections, the number of entities which do not comply with the ratio is expected to fall as of 2017.
The above Table indicates a decrease in the number of entities which could plan debt repayments at the level not exceeding 6%, and an increase in the number of entities planning debt repayments at the level not exceeding (12%–15%) and exceeding 15%.

The construction of the ratio based on the arithmetic mean of a 3-year period in accordance with regulations considers the following data: 1) for the year preceding the budget year – the planned data presented in the report on budget implementation for 3 quarters, 2) the calculation of relations for the previous two years is based on the achieved values presented in annual reports.

Considering the above, and in accordance with the recommendations not to deteriorate their combined maximum repayment limit, territorial self-government entities should seek to achieve relations (components of the arithmetic mean) recommended for the year preceding the year of projections at least at the target level (set by the National Council of Regional Clearing Houses, 2017).

4. Discussion and Conclusions

An increase in self-government debt was recorded until 2013. An analysis of debt levels after 2014 indicates that the implemented financial security instrument (the individual debt repayment ratio) was effective, leading to lower debt levels and decreasing the number of non-complying entities. However, it also led to increased amounts of so-called hidden debts. Therefore, it can be concluded that a decrease in indebtedness in 2015 was only formal in character, as it was accompanied by an increase in the debt of communal partnerships. The reverse trend occurred in 2016, when such partnerships reduced their activities on the credit market (Ranking samorządów, 2017).

It should be noted that compliance with the recommendations of Article 243 (the Public Finance Act of 2009) does not imply a satisfactory assessment of the financial standing of territorial self-government entities. An increased size of debt can intensify negative phenomena (including due and payable liabilities or budget deficit financing from illegal sources), indicating financial liquidity problems (Wróblewska, 2015).

The current structure of the individual debt repayment ratio is characterized by a number of deficiencies which should be promptly eliminated. If the size of hidden debt rises, it may pose a real threat to the process of monitoring debt levels. According to the estimates of Regional Clearing Houses, the indebtedness of shadow banks amounted to PLN 237.5m in 2015, and to 164.2m in 2016, affecting 41 and 38 self-government entities, respectively. Simultaneously, loan-related liabilities were recorded in 241 entities (2015), and in 2016 in 290 entities, totalling PLN 876m in 2015, and PLN 1.4bn in 2016. In the
same years sales and lease back contracts in financial liabilities related to credit and loans were recorded in 16 and 21 entities, respectively, totaling PLN 53.5m and PLN 86.3m (the National Council of Regional Clearing Houses, 2016, 2017).

A threat to financial liquidity and the passing of budgets can be posed by the “Family 500+” scheme which implies the tax-free monthly transfers of PLN 500 for each second and subsequent child without meeting additional conditions. Low income families can also rely on aid schemes for the first or only child. Central budget subsidies for this purpose affected the total revenue of gminas and cities with county rights contributing to the scheme in 2016, having a direct effect on lowering individual debt ratios, which is also expected in the coming years (the National Council of Regional Clearing Houses, 2017).
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Abstract

Using cloud computing with web technology affects the scalability, reliability and availability of information and data systems which may influence not only the costs but also the way in which an organization does business. Cloud solutions are undergoing great development and managers are more willing to adopt them into business processes. The use and transfer of IT systems to the cloud, including ERP, is observed to have an upward trend, although it can be a source of many problems. The aim of the paper is, apart from theoretical considerations, an indication of how Polish companies start implementation of cloud-based solutions and which business areas and software applications they mostly focus on. The paper presents the result of a survey conducted in Poland in 2017/2018. The main objective of the study was to find out the degree of cloud computing environment proliferation among Polish manufacturing companies. For the purpose of the study, a survey method was applied, and a questionnaire was developed. In general, survey results show that companies are interested in Cloud Computing solutions, the majority of them is also drawn to test Sales and Distribution as well as CRM, and after they gather some experience, they continue with another software. Most of the companies investigated, that have made a shift of the software supporting production processes to a Cloud Computing model also use this implementation model for a software supporting more business-related processes.

Keywords: manufacturing, cloud computing
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1. Introduction

Digital economy offers exciting, new opportunities for businesses, but it also brings unprecedented IT challenges. Fast Cloud Computing disruption influences the way in which organizations deliver and implement the software. While vendors are focused on providing services, consumers have to concentrate on business processes that allow to apply the
best practices for cloud implementations (Nieuwenhuis et al., 2017). Cloud Computing (CC) investments are growing, however, manufacturers must ensure their investments bring benefit for the business. The concept of cloud computing began to function in science and business at the end of the twentieth century. As an innovation technological paradigm, that offers greater flexibility, scalability, reliability, delivery at a relatively acceptable cost, it has been defined and widely described in the literature (Armbrust et al., 2009, McKinsey & Co, 2009, Mell and Grance, 2011). CC eliminates the need for IT managers and customers to buy, deploy and maintain an IT infrastructure and applications. Some authors argue that the projects which only use IT resources made available in a cloud model cannot be called innovative, as they are similar to outsourcing idea; most do agree that CC offers new business opportunities. CC is described as a natural evolution of traditional IT, which many companies, institutions and end-users have been waiting for. It is an idea that greatly facilitates implementation of innovations aimed at changing business processes, shortening the time of introducing new products and services to the market, and supporting new channels of interaction with clients or building their loyalty (Bughin et al., 2010). The opportunity to access the latest solutions, without the need to purchase physical hardware or software, and many settlement options make it extremely important not only for big companies but also SMEs.

2. Literature review

The rapid development of cloud computing technology means that more and more organizations are opting for this model of using IT. This applies to both simple services such as e-mails and more complex like ERP systems. The omnipresence of mobile applications and the Internet of Everything together with the M2M concept are main drivers of the new enterprise system implementation. The delivery of cloud service architecture implies a transition from goods to service dominant logic (Panetto et al., 2016, Nieuwenhuis et al., 2017).

The enterprise software can be defined as a set of applications supporting company business processes, decision-making processes and communication. Organizations use computer applications to support main and auxiliary processes like financial reporting, production or sales. The core processes are determined individually by each organization, hence the need to create process maps, especially before making the decision on implementation of IT systems. To manage and optimize company resources, Enterprise Resource Planning (ERP) is implemented, thus becoming the basic data flow system in the organization. There are many other systems often implemented in manufacturing organizations. Product Life Cycle Management systems (PLM) aimed to reduce the cost of getting a product to market, Customer Relationship Management systems (CRM) to improve contact with customers and Supplier Relations Management Systems (SRM) for wider participation in the supply chain and performance of activities in business processes that go beyond the organization.

For many years, ERP have been seen as the main system of the organization designed to collect data and register all economic transitions. The years of system evolution starting from the MRP concept were devoted to improve business performance covering all organizations processes. Over the past several decades, many organizations have invested in systems aimed to get support in information and data flow, business processes integration and management of all the company resources (materials, devices, human and financial resources).
The new Enterprise Information Systems (EIS) are focused on integrating everything: data, services, sensors, devices and people. They will provide support to organizations operating in the Future Internet and will have to present the following qualities: (al., 2016):

- ubiquitous – previous generations were implemented in the organization’s computer networks and the Internet, taking into account the needs of specific applications. Development of services for mobile devices and communication devices will ensure presence and access to the system in every place;
- architecture controlled by distributed models controlling and modifying functionality and business models for cooperating organizations, which will affect changes in the product life cycle;
- open – technological and legal access to software and resources, or knowledge sharing. In a broader context, this means transparency of the organization’s structures in the form of a possibility to co-create environments and tools that support the creation of new products and services;
- dynamically reconfigured – allowing different ways of implementing tasks and processes with the use of the same or improved set of resources by creating interfaces to process models and actions;
- available for multiple functional users who have the authority to perform specific actions; the user in this case may also be program agents or a system supervising cooperation processes;
- equipped with semantic awareness at a sensor level – allowing to collect and process data at the level of distributed devices, and at higher levels to manage cooperation processes;
- application of advanced models of inference;
- equipped with of elements of gamification that affects the involvement and identification of employees and partners with the organization’s goals.

ERP systems usually have a rather complicated structure, as they refer to almost all organizational processes and resources. The company can choose commercial, tailored or open source systems. There are many differences, and before deciding which is the best, the company should consider the pros and cons of both (Lee et al., 2011). The system can be implemented in a traditional model (on-premise), fully in the cloud or as a hybrid model, where a part of the system is available via on-premise applications, and a part via the cloud model.

The transfer of IT solutions from the on-premise model to the cloud model seems unavoidable even in the case of manufacturing companies that consider safety and the possibility of supervision over production processes to be the main advantages of solutions adopted so far. The Cloud Computing model offers unique capabilities for companies, which can quickly move into a competitive position and take advantage of service-based IT solutions at low cost (El-Gazzar et al., 2016). The purposes of using the ERP system are the same, regardless of the type of hosting used; the choice of model must be carefully considered by the organization prior to implementation, taking into account a number of aspects, as each model brings a number of benefits, but also barriers (Abd Elmonem et al, 2016). Company size is one of the most important factors as many of the concerns associated with cloud ERPs are not seen as important for SMEs (Johansson et al., 2015).

It can be observed that more software is moved to cloud technology as big ERP market players offer their systems in cloud-based environment. There has been a significant
increase in software purchases based on the cloud model. According to a Panorama Consulting Solutions Research Report from 2016, a visible trend of ERP systems migration to the cloud can be observed from 2014, when 56% of investigated companies decided for on-premise ERP implementation, (comparing to 85% in 2013). More interest in ERP systems in the cloud is associated with the increasingly wider and more attractive offer available on the market. This is also confirmed by another report released yearly by IDC, which focused on analyzing the current trends and future plans for cloud adoption among manufacturing enterprises in Europe. The research result showed 56% of respondents running more than one type of cloud deployment and 40% of cloud users focused on a "Cloud First" approach. In this approach, the concept of cloud computing is not only a way to increase flexibility and maintain the costs of IT solutions necessary for the business. It also gives the opportunity to extend the business beyond typical areas of organization, and at the same time it facilitates the design and provision of completely new solutions or services for clients. It is thus one of the most important factors of digital transformation in the implementation of new business models. Digitalization has transformed industries, such as music and travel and is now changing manufactures. New technologies like the Internet of Things, dynamic enterprise management, global supply chain visibility, and machine learning are already changing the way manufacturers produce goods and interact with customers as well.

3. Cloud computing deployment in Polish manufacturing enterprises

3.1. Methodology and Data

The Polish manufacturing industry is undergoing a digital revolution with the IoT paradigm. New activities are welcome by the government as they are in line with the Polish Strategy for Responsible Development. The main aim of this study was to understand the shift of enterprise software supporting core business processes to Cloud Computing solutions.

Two research questions were considered:
Q1. Do manufacturing companies transfer applications related to core business process to a cloud computing model?
Q2. What proprietary type of software did they use before moving to the cloud?

For research purposes, a questionnaire was developed. In order to ensure high quality of data, research was conducted by a professional Market Research and Analysis Centre (ASM) using the CATI method, based on a database and with the application of a sample frame with the so-called legal unit (which is an approximate equivalent to an enterprise with all its branches) with its registered office and/or production plant based on territory of the Republic of Poland. The paper presents the result of a study based on data obtained in December 2017 and January 2018. The result of investigated 400 manufacturing companies located in Poland is presented in the paper. The random samples method was applied to choose respondents. The managers in charge of IT solutions (or company owner in case of small enterprises) were interviewed via telephone. The results were gathered into a database and analyzed using a computer software. Characteristics of the investigated companies covered:

<table>
<thead>
<tr>
<th>Category</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big companies</td>
<td>30.75%</td>
</tr>
<tr>
<td>Medium companies</td>
<td>36.50%</td>
</tr>
</tbody>
</table>
Small companies 20.25%.
Micro companies 12.50%.

The companies represented a variety of sectors including manufacturing of finished products and parts; spatial market structure of the surveyed organizations covered: international (almost 59%), domestic (30%), local levels – the poviat in which the firm operates (6.1%) and regional market – the province in which the enterprise operates (3%).

3.2. Results

Digitalization may impact many areas within the organization, incorporating many solutions and applications that include supporting core processes. From the research point of view, it was important to prepare a study which would allow for identification of the software supporting business processes shifted to the cloud by manufactures, as they are known for slow and careful introduction of new technologies.

To find the answer to the first research question, the following list of main software types which support business processes has been indicated: Production (MRP), Sales and Distribution, Logistics (Warehouse and transportation), CRM, SCM, PLM, Finance and Controlling, Human Resource Management (HRM), IT Service Management (ITSM) and Office Business Applications. The list was based on ERP modules and the most often implemented software according to the report of the Central Statistical Office in Poland. Respondents were asked to assign the following status to each type: applied, tested, planned, not considered or unknown. The multiple choice option was adopted as companies may integrate different software to support business process and release IT services to the live environments according to the accepted schedule.

Table 1 shows the general results of areas where the investigated manufacturing companies prefer to support business processes with a cloud-based model software. The business software implementation process can be divided into smaller fragments, not all the modules or functions must be entered at the same time for users; the last column of table 2 represents the percentage of investigated companies with mixed status of cloud computing model adoption. Figure 1 presents aggregated values that regard a computing cloud for planned, tested or applied answers (registered as a single or mixed option) versus those not considered. Results show that around 47% of investigated companies did not consider the application shift for supporting core production processes, 60% do not even consider to move to a Product Management Life Cycle software. The investigated companies were more willing to shift to the cloud the application related to sales and customer service – around 60% plan, test or use a Sales and Distribution or CRM software in the Cloud Computing model. The adoption (planned, applied and tested) of cloud office software and email cloud services (more than 60%) is confirmed by results of research conducted in Poland in previous years (Czerwonka, 2016).
Cloud migration or enablement of existing legacy systems is a fundamental shift in delivering IT services and a challenge for the organization. The current knowledge in this area is limited and lacks a detailed view of how the organization can undertake complex changes to attain advantages of cloud services from old systems (Gholami et al., 2017). Cloud solutions combine not only new deployment models but new business models as well. The second research question was designed to verify software models applied so far by the investigated companies. Respondents were asked about the software development model adopted in the organization to support business areas, before moving to the cloud. The following options were pointed out: commercial, open-source, designed and tailored for the company or none.
Table 2 presents the results for all investigated companies. They show that the majority has supported their business processes using commercial or tailored software so far. The multiple choice option was applied in the survey as companies may integrate different software to support the business process. The fourth column represents companies that supported the business area with a mix of open-source, commercial and tailored solutions. Quite a big percentage of companies did not implement information systems at all. Around 20% of investigated companies did not use any computer software to support Material Management, CRM, HRM or Production processes so far, a little less – 16% did not apply a software for Sales and Distribution while 13% did not implement a Finance and Accounting software.

Table 2: Software development model supporting business areas

<table>
<thead>
<tr>
<th>Software</th>
<th>Designed and Tailored</th>
<th>Open-Source</th>
<th>Commercial Tailored</th>
<th>None</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finance and Accounting</td>
<td>62%</td>
<td>16%</td>
<td>3%</td>
<td>7%</td>
</tr>
<tr>
<td>Production</td>
<td>51%</td>
<td>21%</td>
<td>2%</td>
<td>8%</td>
</tr>
<tr>
<td>Sales &amp; Distribution</td>
<td>61%</td>
<td>16%</td>
<td>2%</td>
<td>5%</td>
</tr>
<tr>
<td>Material Management</td>
<td>59%</td>
<td>15%</td>
<td>1%</td>
<td>5%</td>
</tr>
<tr>
<td>CRM</td>
<td>54%</td>
<td>19%</td>
<td>2%</td>
<td>4%</td>
</tr>
<tr>
<td>HRM</td>
<td>56%</td>
<td>15%</td>
<td>1%</td>
<td>6%</td>
</tr>
</tbody>
</table>

Source: Based on research results

4. Discussion and Conclusions

The 4.0 industrial revolution is at an early stage, and the impact of digitalization will be widespread, dynamic, and lasting. Many companies all over the world face a fundamental change due to Cloud Computing. They attempt to understand how the new ecosystem works and adopt the new technology to transform the business and create a value for customers and other stakeholders. Software licensing is a major part of IT service delivery in the cloud computing model and offers more dynamic and flexible solutions. The research showed that manufacturing companies prefer the commercial license model. It also indicated towards a very limited number of open-source applications implemented in manufacturing companies. The decision of applying a software license model in cloud computing is more complicated and depends on a number of factors; companies will have to find the best ROI possible on the chosen deployment. This problem requires addition research, as it was not considered while the survey. Additionally, when cloud services depend on commercial software, licenses for that software usually become another resource to be managed by the cloud (McRoberts, 2013), forcing companies to wider cloud solution proliferation.

The results are confirmed by other studies and business reports, which show that supporting sales and customers is most important for the business and those are the first areas to be moved to the cloud. CRM is an application most often transferred to a new IT paradigm. On the other hand, the study also confirms that manufacturing companies are cautious in implementing new solutions for core business areas like Product Life Cycle Management. The research also confirms that organizations that start to support one area usually deploy more. In case of investigated companies, the performed analysis showed
that 75% of them moved more than one application supporting the business processes into the cloud. A surprising result is the percentage of companies with no IT support for certain business areas. The presented research is limited to certain areas, it does not consider the barriers and motivators associated with the choice of application and business process shifted to the cloud. As listed in table, 1 only general software categories were investigated.

Future research considering different scenarios, deployment models and business process support on a lower level is required, although some models (Nieuwenhuis et al., 2017 can be obtained from the literature).
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Abstract

The assessment of the financial condition of local government units (LGUs) is affected by many factors. Despite the fact that all local government units specified by type are obliged to follow the same legal regulations, the financial situation of each of these units is quite different. Therefore, the analysis of the financial condition should include many different activities and aspects of the function of the LGUs.

The objective of the article is to present the factors affecting the assessment of the financial condition of Polish LGUs, the characteristics of the trends of the core economic categories and economic indicators used in the evaluation in years 2012–2015. The Author proposes a set of several indicators that allow to capture comprehensively the financial situation of the audited entities as well as to better fulfil the principle of transparency in the public finance sector.
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1. Introduction

Each local government unit, being a participant in the public services market, an employer or a borrower, is assessed from various points of view. Also, as part of its competence and responsibility, it creates many reports and documents, by means of which it communicates with the environment. The subject of the paper is to answer the question regarding the assessment of the financial condition of local government units as the basic criterion by which a comprehensive image of a given LGU can be captured, as well as an answer to the question on the extent to which it can fulfil the statutory rule of public finance transparency to which LGUs are obliged. This issue is all the more important because, although the same legal regulations apply to all local government units, for example, the contribution system, rules for establishing the budget or allocating financial resources, organization of tasks, then still, the financial situation of each of these units though often seeming similar, may be quite different. There are many different reasons leading up to this, such as: contribution source efficiency, different operating conditions, degree of urbanization,
the adopted LGU organizational model, efficiency of LGU potential management, etc. (cf. Kosek-Wojnar, 2007; Filipiak, 2005; Gonet 2004). Therefore, the analysis of the financial condition should include many different activities and aspects of the functioning of local government units. According to M. Jastrzębska (2009), among others, the structure of budget revenues, maintaining budget and current balance, capital expenditure, debt incurred, and above all, the level of meeting inequality resulting from art. 243 of the Public Finance Act (PFA) should be examined (Journal of Laws of 2013, item 885).48

The objective of the article is to discuss factors influencing the assessment of the financial condition of local government units as well as the characteristics of the basic economic indicators used in its assessment.

The applied research method is critical analysis of literature and normative acts in the field of the public finance sector. The study uses a set of methods typical for social sciences, such as empirical cognitive methods, in particular observation, comparison and measurement, which was carried out for the time series 2012–2015. The study was based on reports on the implementation of the budget by local governments published on the official website of the Ministry of Finance of the Republic of Poland.

2. Financial Condition of Local Government Units

The literature of the subject includes many different terms related to the assessment of the financial situation of local government units. These include: financial credibility, financial condition, ability to meet obligations as well as creditworthiness. In fact, the point is to determine whether a given entity will be able to meet its obligations to the bank or other institutions. This means that it is important to view an LGU in a much broader light, not only from the point of view of what their subject of activity is, but also in what surroundings they operate, how it changes, how it affects the external and internal conditions of their functioning, and what is the political or general economic situation, and whether and to what extent it affects the financial situation, causing its specific distortions, which may affect the assessment of the financial condition of this unit. All of them have an impact on determining the risk of insolvency, specifying the transaction risk, determining the possibility of generating a financial surplus (free funds) for the repayment of obligations or for the implementation of new tasks or programs. Financial condition is defined in different ways. Many authors emphasize, however, that the essence of the assessment of financial condition is the answer to the question of the ability of the local government to provide services at an appropriate level, fulfilling its current and future obligations (cf. Berne, 1996; Berne and Schramm, 1986; Rivenbarck, Roenigk and Allison 2009; Wang, Dennis and Tu, 2007). There are also different criteria for the assessment of the financial

48 Art. 243 of the Public Finance Act has been in force since 2014 and refers to the possibility of LGU contracting. According to the article, LGUs cannot adopt a budget, the implementation of which will cause that in the budgetary year and each year following the budget year the relation of the total amount in a given budget year of: repayment of loan and loan instalments with interest due on loans and borrowings, redemption of securities together with interest due and discount, potential repayment of amounts resulting from securities granted with interest due and discount, potential repayment of amounts resulting from guarantees granted to the planned total budget revenues will exceed the arithmetic average of the current account income calculated for the last three years, increased by income from the sale of assets and decreased by current expenses, to the total budget revenue, calculated according to the formula:

\[
\left\{ \frac{R + D}{D} \right\} \leq \frac{1}{3} \left[ \frac{Db_{n-1} + Sm_{n-1} - Wb_{n-1} + Db_{n-2} + Sm_{n-2} - Wb_{n-2} + Db_{n-3} + Sm_{n-3} - Wb_{n-3}}{Db_{n-1}} \right]
\]
condition of local government units, a different approach to its analysis, interpretation as well as the method of communication with the external environment. One can use GASB Statement No. 34 (1999) or use the model developed by ICMA (2003), with the proviso that each country has its own guidelines for keeping accounting books and preparing reports. There have also been many studies performed in this area using different approaches and criteria. What is definitely worth emphasizing is that the study of the financial condition, i.e. the final selection of indicators as well as the way of communicating it, remains at the disposal of specific local government units, unless the law provides otherwise (cf. Rivenbark and Roenigk, 2011; Piszczek 2016).

There are no direct guidelines in the Polish system, such as in the American system, to use the developed models. This does not mean, however, that there is no need to properly use comprehensive information about the financial situation, or, more broadly, the economic efficiency of a given LGU. This need occurs if only of the fact, that Polish law, although it uses the concept of openness or transparency, in particular the latter, i.e. the principle of transparency, does not define the principle at all. This gap could be filled in practice by adopting a specific model of communicating the various actions performed by local managers and actions taken by them, including the area of finances, which in a simple, unified manner would give a sufficiently comprehensive picture of the LGU’s financial situation in a short time. This requires the adoption of a set of indicators, which this article proposes. In order to answer the question about the financial situation of a given LGU, an analysis should be made of various trends, including: the participation and stability of individual sources of income, the generation of LGU revenues, changes in the implementation of obligatory tasks, changes in the quality and quantity of provided public services, changes in the scope of implemented investment tasks, including co-financed from foreign funds and determination of their impact on the level of budget expenditures, the amount of maturing liabilities and the current financial situation, in addition to demographic data (cf. Wiśniewski, 2013; Bitner, Chichocki and Sierak, 2013; Kavanagh, 2007).

All the above-mentioned areas and parameters are subject to independent assessment not only by the bank and other financial institutions, but also by the business, which recognizes the partner in the local government for their development goals. The assessment methods used by banks or rating agencies differ from each other depending on a set of indicators, their score, etc., which, in effect leads to the criteria for the classification of local governments as borrowers, potential investors and risk assessment.

3. Methodology and Data

Below is a list of indicators which, according to the author, allow to assess the financial situation of Polish LGUs. All local government units, in total 2,874, in Poland, i.e. municipalities (2,478), poviats (380) and self-governing voivodships (16) were selected for analysis. The data was obtained by the author from the official reports on the implementation of budgets by local government units, published on the website of the Ministry of Finance of the Republic of Poland for the years 2012–2015 (www.mf.gov.pl).

The following values and indicators were used to assess the financial situation of local government units:

- level of operating surplus. Operating surplus is calculated as the difference between current income and current expenses; it determines the amount of
budget funds that in a given budget year can be used to finance investments without charging future budgets with debt servicing costs\(^{49}\);

- operating surplus ratio in relation to total revenues; is the basic measure of the possibility of financing investment projects. It also accounts for the financial condition of local government unit and its potential economic and social development;

- debt ratio in relation to total income – this is one of the basic indicators used in the rating process. The level of this indicator is important from the point of view of perceiving LGUs as a reliable partner by investors, financial institutions or rating agencies;

- indicator of total debt servicing costs in relation to total revenues. When calculating the ratio, not only all the charges that result from servicing debt are taken into account, but also payments due to sureties and guarantees granted. In general, the value of the indicator should be below 12%. When this indicator is higher, we are talking about approaching the financial security threshold;

- difference between total incomes and current expenses (the so-called gross margin). It defines the amount of budget funds that in a given year may be allocated towards financing investments and debt service, and determines the revenue potential of LGUs. In the literature, one can also sometimes find another term for this category; the level of free gross funds. This amount less the amount for servicing existing debt is the amount of net free cash;

- the ratio of total income surplus share over current expenditure (gross surplus) in total income – indicates readiness to invest and repayment options;

- relation of investment expenditures to total LGU revenues – is a measure of the LGU’s investment impetus. However, this indicator does not say anything about the LGU’s financial policy nor how the investments are financed;

- investment expenditure ratio in relation to total budget expenditure; closely related to the level of economic development. The value of the indicator points out the investment momentum of local government units as well as the desire to improve the services and living conditions of the inhabitants. The level of this indicator is limited by such categories as: the value of debt, total debt service costs or the amount of operating surplus. Both indicators, i.e. capital expenditures to total revenues as well as capital expenditure to total expenditure should be considered jointly. The high value of both shows a rational approach to investment activity;

- investment expenditure as a percentage of net free funds – this indicator informs what part of net free funds finances development tasks;

- current expenditure to total income – this indicator is related to the effectiveness of the provision of services and tasks imposed on local government units. The high value of this indicator may mean low efficiency of LGU functioning, which results in a low value of free funds for investments. However, it can also mean high quality of services provided by an LGU;

\(^{49}\) The operating surplus in the Polish public finance system was introduced by law relatively late, as only in 2014. Earlier, there was no obligation to count and comply with this rule. Today, pursuant to art. 242 of the Public Finance Act, an LGU authority cannot adopt a budget in which the planned current expenditure is higher than the current income, increased by the budget surplus from previous years and free funds (here, the act defines free funds as a cash surplus in the current account of the budget resulting from settlements of issued securities, credits and loans from previous years). This rule applies to both the planning and implementation of the budget.
the ratio of incurred property expenses in relation to total revenues is evidence of acquiring funds mainly for external financing of investments. Currently, a significant part of property income is made up of EU funds and income from the sale of property. This ratio should be correlated in a multi-year property management and sales program.

The research disregards the demographic aspect and focuses on financial aspects. Some of the indicators fully coincide, from a substantive point of view, with those proposed by GASB, although their names vary. An example is the ratio of current expenditure to total budget income in percent, which corresponds to the typical operations ratio or other debt service ratios, which in the study correspond to the ratio of debt service costs to total income in percent and the ratio of debt servicing costs to free gross funds in percent. The study used mainly budget reports as, according to the Polish law, the implementing authority of the LGUs receive a discharge on the basis of the assessment of budget implementation.

4. Analysis of Selected Indicators and Economic Categories for LGU in General

The basic economic categories for all local government units are presented below in Table 1, i.e. their total income, total expenditure, current income, current expenses, operating surplus, property income, property expenditure, capital expenditure, free gross and net resources, total liabilities, service costs liabilities and the basic relations between them were calculated, such as the relation of operating surplus to total income, the relation of operating surplus to investment expenditures, the level of covering investment expenditures by property income, and many others.

Certain trends including their dynamics can be observed while analysing the particular categories in the period under review 2012–2015. First of all, it should be stated that the basic categories of total LGU income and expenditure as well as current income and expenses show similar average annual growth / fall rates (AAG/F) of dynamics. For example, the AAG of total revenues in the audited period is 103.93%, and for current revenues 104.03%. In the case of total expenditure, it is 102.87%, and for current expenditure 102.93%. Undoubtedly, this has an impact on the most important category of operating surplus from the point of view of planning development and financial management, understood as the difference between current incomes and current expenditures. This category in the analysed period is characterized by the highest growth rate (116.18% AAG). However, between 2014 and 2013, we observe a significant decrease of 10 percentage points year-on-year, followed by a slight increase of just under 2 percentage points. This decline was accompanied by an increase in the growth of property income (111.6%). In the audited period, two other trends can also be noticed: a drop in debt servicing costs from PLN 3.52 billion in 2012 to PLN 2.06 billion in 2015 (83.65% AAG/F) and an increase in total liabilities (101.83% AAG/F). It is also worth paying attention to the category of free gross and net funds, whose AAG exceeds total revenues and total expenditure AAG. In the audited period, there was also a decrease in investment expenditure. The greatest dynamics of decline takes place between 2015 and 2014.

Of course, determining the financial condition of individual local government units requires an individual approach and may diametrically differ from the picture presented in Table 1, which is averaged for all local government units.
Table 1: Basic economic categories (bil. PLN) and key economic indicators for LGU in total for the years 2012–2015 along with their dynamics.

<table>
<thead>
<tr>
<th>Billion PLN</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
<th>2015</th>
<th>2/1</th>
<th>3/2</th>
<th>4/3</th>
<th>AAG/F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total LGU</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>total income</td>
<td>177.30</td>
<td>181.82</td>
<td>192.61</td>
<td>199.04</td>
<td>102.55</td>
<td>105.93</td>
<td>103.34</td>
<td>103.93</td>
</tr>
<tr>
<td>total expenses</td>
<td>180.46</td>
<td>182.20</td>
<td>195.00</td>
<td>196.42</td>
<td>100.96</td>
<td>107.02</td>
<td>100.73</td>
<td>102.87</td>
</tr>
<tr>
<td>current income</td>
<td>156.40</td>
<td>161.71</td>
<td>170.19</td>
<td>176.09</td>
<td>103.40</td>
<td>105.24</td>
<td>103.47</td>
<td>104.03</td>
</tr>
<tr>
<td>current expenses</td>
<td>144.78</td>
<td>147.49</td>
<td>154.22</td>
<td>157.87</td>
<td>101.87</td>
<td>104.56</td>
<td>102.36</td>
<td>102.93</td>
</tr>
<tr>
<td>current expenses/total income (%)</td>
<td>81.66</td>
<td>81.12</td>
<td>80.07</td>
<td>79.31</td>
<td>99.34</td>
<td>98.71</td>
<td>99.05</td>
<td>99.03</td>
</tr>
<tr>
<td>operating surplus</td>
<td>11.62</td>
<td>14.22</td>
<td>15.97</td>
<td>18.22</td>
<td>122.39</td>
<td>112.26</td>
<td>114.13</td>
<td>116.18</td>
</tr>
<tr>
<td>operating surplus/total income (%)</td>
<td>7.43</td>
<td>8.79</td>
<td>9.38</td>
<td>10.35</td>
<td>118.37</td>
<td>106.68</td>
<td>110.30</td>
<td>111.68</td>
</tr>
<tr>
<td>operating surplus/total income (%)</td>
<td>6.55</td>
<td>7.82</td>
<td>8.29</td>
<td>9.15</td>
<td>110.44</td>
<td>110.44</td>
<td>111.79</td>
<td></td>
</tr>
<tr>
<td>operating surplus/total income (%)</td>
<td>33.78</td>
<td>43.76</td>
<td>40.37</td>
<td>48.98</td>
<td>129.56</td>
<td>105.24</td>
<td>99.07</td>
<td>113.18</td>
</tr>
<tr>
<td>free gross funds</td>
<td>20.90</td>
<td>20.11</td>
<td>22.42</td>
<td>22.95</td>
<td>96.22</td>
<td>111.48</td>
<td>102.38</td>
<td>103.17</td>
</tr>
<tr>
<td>free gross funds/total income (%)</td>
<td>11.79</td>
<td>11.06</td>
<td>11.64</td>
<td>11.53</td>
<td>93.82</td>
<td>105.24</td>
<td>99.07</td>
<td>113.18</td>
</tr>
<tr>
<td>free net funds</td>
<td>17.38</td>
<td>17.25</td>
<td>19.97</td>
<td>20.89</td>
<td>99.28</td>
<td>115.74</td>
<td>104.62</td>
<td>106.33</td>
</tr>
<tr>
<td>free net funds/total income (%)</td>
<td>11.79</td>
<td>11.06</td>
<td>11.64</td>
<td>11.53</td>
<td>93.82</td>
<td>105.24</td>
<td>99.07</td>
<td>113.18</td>
</tr>
<tr>
<td>total liabilities</td>
<td>67.83</td>
<td>68.54</td>
<td>71.47</td>
<td>71.62</td>
<td>101.05</td>
<td>104.27</td>
<td>110.21</td>
<td>110.83</td>
</tr>
<tr>
<td>liabilities/total income (%)</td>
<td>38.26</td>
<td>37.70</td>
<td>37.11</td>
<td>35.98</td>
<td>98.54</td>
<td>98.43</td>
<td>96.97</td>
<td>97.98</td>
</tr>
<tr>
<td>debt service costs</td>
<td>3.52</td>
<td>2.85</td>
<td>2.45</td>
<td>2.06</td>
<td>81.09</td>
<td>85.76</td>
<td>84.16</td>
<td>83.65</td>
</tr>
<tr>
<td>debt service costs/total income (%)</td>
<td>1.99</td>
<td>1.57</td>
<td>1.27</td>
<td>1.04</td>
<td>79.07</td>
<td>80.96</td>
<td>81.44</td>
<td>80.48</td>
</tr>
<tr>
<td>debt service costs free gross funds (%)</td>
<td>16.84</td>
<td>14.19</td>
<td>10.92</td>
<td>8.98</td>
<td>84.28</td>
<td>76.93</td>
<td>82.20</td>
<td>81.08</td>
</tr>
<tr>
<td>property income</td>
<td>20.96</td>
<td>20.08</td>
<td>22.41</td>
<td>22.95</td>
<td>95.80</td>
<td>111.60</td>
<td>102.43</td>
<td>103.07</td>
</tr>
<tr>
<td>property expenses</td>
<td>35.63</td>
<td>34.08</td>
<td>40.99</td>
<td>38.58</td>
<td>95.66</td>
<td>120.27</td>
<td>94.13</td>
<td>102.69</td>
</tr>
<tr>
<td>investment expenses</td>
<td>34.40</td>
<td>32.50</td>
<td>39.55</td>
<td>37.20</td>
<td>94.47</td>
<td>121.71</td>
<td>94.06</td>
<td>102.65</td>
</tr>
<tr>
<td>investment expenditure/total expenditure (%)</td>
<td>19.06</td>
<td>17.84</td>
<td>20.28</td>
<td>18.94</td>
<td>93.57</td>
<td>113.73</td>
<td>93.38</td>
<td>97.99</td>
</tr>
<tr>
<td>investment expenditure/total income (%)</td>
<td>19.40</td>
<td>17.87</td>
<td>20.54</td>
<td>18.69</td>
<td>92.12</td>
<td>114.90</td>
<td>91.02</td>
<td>98.76</td>
</tr>
<tr>
<td>investment expenditure/capital expenditure (%)</td>
<td>96.55</td>
<td>95.35</td>
<td>96.49</td>
<td>96.42</td>
<td>98.76</td>
<td>101.20</td>
<td>99.93</td>
<td>99.96</td>
</tr>
<tr>
<td>incomes/investment expenditure (%)</td>
<td>60.93</td>
<td>61.79</td>
<td>56.65</td>
<td>61.69</td>
<td>101.41</td>
<td>91.69</td>
<td>108.90</td>
<td>100.42</td>
</tr>
<tr>
<td>investment expenditure/net free cash (%)</td>
<td>197.93</td>
<td>188.34</td>
<td>198.06</td>
<td>178.08</td>
<td>95.16</td>
<td>105.16</td>
<td>89.91</td>
<td>96.54</td>
</tr>
<tr>
<td>investment expenditure/free gross funds (%)</td>
<td>164.59</td>
<td>161.61</td>
<td>176.44</td>
<td>162.09</td>
<td>98.19</td>
<td>109.18</td>
<td>91.87</td>
<td>99.49</td>
</tr>
</tbody>
</table>

Source: own study based on MF data on the implementation of LGU budgets
* AAG/F average annual growth / fall rate

5. Discussion and Conclusions

Many factors influence the financial condition of LGUs. These are both the dynamics of income and expenditure growth, including current income and current expenditure, which affect the level of operating surplus. In the audited period, the operating surplus is the category characterized by the highest AAG.
The level of free gross and net funds also affects the financial condition of local government units. The latter was mainly influenced by the systematically decreasing costs of LGU debt servicing, thanks to which AAGs free net funds exceeded the AAG in other basic categories such as total income and expenses as well as current income and expenses.

In the audited period, despite the on-average-similar investment expenditure ratio (ca. 19%) we recorded a significant decrease in investment expenditure between 2015 and 2014 (from 122.71% to 94.06%) which may be an expression of caution in the investment policy of Polish LGUs. Undoubtedly, this may also be connected with the change of the rules of applying local governments for EU funds in the new financial perspective.

The analysis of LGU data in general confirms that Polish LGUs are in good financial condition which gives them the chance of their development, better conditions for providing ongoing services or, above all, the possibility of appearing on the capital market and using external financing to accelerate growth dynamics.

The suggested methodology for assessing the financial condition of local government units is also aimed at contributing to the discussion on the possibilities of broader use of various indicators by local government managers, which will allow better communication with the environment and a more complete application of the transparency principle. In addition, the proposed evaluation, which differs from what is usually proposed in budget reporting, will allow to capture the wider context of the management of local government units.

In addition, it is worth noting that the data presented in the article are based on annual performance. Similar comparisons can be made by local government units on a quarterly or even monthly basis, moreover, using specific benchmarks, referring to the situation of a particular LGU to the average value in a given group, the highest or lowest value. This way, you can position your local self-government in respect to the examined set (LGU in general or LGU in the region).

The discussion about the need to analyse data from reports more widely is most needed – so that it can become a standard. As experience and practice suggest, sometimes implementing improvements that seem obvious and desirable to us is impossible for many years. As an example, the introduction in Poland of the act from 2014 on the need to calculate the operating surplus, as well as the statutory prohibition of budget approval by the LGU authority if the current expenditure is greater than the current income. This does not mean, however, that financial institutions which had provided loans to local governments for 24 years in Poland did not count the operational surplus! Or, that they did not require a long-term financial forecast, which the Polish law did not require from local governments also. The multi-year financial forecast has been introduced by law, with many shortcomings, only since 2011. Similarly, it was not until 2008, with effect from 2009, that the obligation was introduced to draw up the state budget according to the task method of budgeting. It is quite possible that these improvements might have been even later implemented if it were not for EU guidance. LGUs are not legally required to create a task budget system.

That is why certain good habits and practices are worth discussing and propagating today, so that LGUs can become familiar with them, understand their concept and purpose and choose for themselves what best serves what GASB introduces as a novelty and is

---

The self-government in Poland was reborn in 1990.
called MD&A (Management’s Discussion and Analysis). It is really about developing and providing an instrument that would be helpful for many local government units in the service and financial management process, as well as for better communication with the local community. Meanwhile, the conditions of LGUs do not only give rise to the existence of barriers limiting the use of at least selected elements of the LGU financial assessment methodology in Poland, but also, they do not serve their implementation or development. Polish self-governments tend to focus on compliance with budgetary discipline which is a manifestation of the legal and administrative approach to managing local government units rather than seeking managerial solutions. The latter should be widely propagated as the desired direction of change.
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State aid to promote risk capital investments and its impact on the economic growth of the EU Member States
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Abstract

The subject of the article is to present the conditions of admissibility of State aid in the European Union, taking into account the rules applicable to the horizontal State aid. The qualitative analysis of State aid granted by the Member States is carried out under the provisions of the Treaty on the Functioning of the European Union and the rules of State aid admissibility on the basis of the implementing regulations, adopted by the European Commission in 2006 and 2014 on State aid provided under the framework for State aid to promote risk finance investments. Statistical data for quantitative analysis were gathered on the basis of reports published by the European Commission on State aid granted by Member States. This should lead to verify the hypothesis of the influence of State aid on the economic growth in the EU Member States, which have provided State aid to promote risk capital investments in small and medium-sized enterprises in the years 2002–2016. This analysis is carried out based on the linear regression model. The response variable (dependent variable Y) is the size of the GDP, and explanatory variable (independent variable X) is the expenditure on State aid to promote risk finance investments.
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1. Introduction

The foundation of European Union policy in the area of State aid is the notation in Article 107 par. 1 of the Treaty on the functioning of the European Union (TFEU, 2012), according to which the State aid is inconsistent with the Internal market. Article 107 par. 1 TFEU states that: “Subject to other provisions foreseen in the Treaties, any aid provided by a Member State or by means of State resources in any form, which disturbs or threatens to disturb the competition by favouring of certain enterprises or the production of certain goods shall be inconsistent with the Internal market within the scope as it affects the trade
between Member States.” On the basis of Article 107 par. 3(c) TFEU, the European Commission may consider compatible with the internal market State aid designed to facilitate the development of certain economic activities, where such aid does not adversely affect trading conditions to an extent contrary to the common interest. The Commission takes the view that the development of the risk finance market and the improvement of access to risk finance for small and medium-sized enterprises (SMEs) is of great importance to the Union economy at large. Encouraging the development and expansion of new enterprises, especially innovative and high-growth firms, can have a great potential to create jobs. Therefore, an efficient risk finance market for SMEs is crucial for entrepreneurial companies to be able to access the necessary funding at each stage of their development.

The purpose of the article is the analysis of the State aid provided by Member States of the European Union to finance high risk capital from the perspective of the State aid impact on economic growth of these countries. Adopted measure of economic growth is the size of gross domestic product in real terms, which is a synthetic measure of the economic situation of the State. As a test period the years 2002–2016 were adopted, i.e. the period of implementation of the two most important development strategies of the European Union – the Lisbon strategy and the “Europe 2020” strategy (taking the year 2016 as the closing period of observation was due to the available annual data on State aid, which is published by Eurostat). The thesis was accepted that the amount of State aid provided by EU Member States should be positively correlated with the size of the economic growth of these countries. The positive correlation of GDP with the size of State aid to finance the high risk capital would mean that with increasing State aid provided in this form there is positive economic growth of the Member States and their competitiveness increases.

2. State aid to promote risk capital investments – institutional and legal regulations

In principal, risk capital relates to the financing of companies with perceived high-growth potential during their early growth stages. The demand for risk capital typically comes from companies with growth potential that do not have sufficient access to capital markets. Hence, there is a persistent capital market imperfection preventing supply from meeting demand at a price acceptable to both sides, which negatively affects European small and medium-sized enterprises (SMEs), in particular high-tech innovative and mostly young undertakings with high growth potential.

Despite their growth prospects, SMEs may face difficulties in gaining access to finance. At the heart of those difficulties lies a problem of asymmetric information: SMEs, especially when they are young, are often unable to demonstrate their credit-worthiness or the soundness of their business plans to investors. In such circumstances, the type of active screening that is undertaken by investors for providing finance to larger companies may not be worth the investment in the case of transactions involving those SMEs because the screening costs are too high relative to the value of the investment. Therefore, irrespective of the quality of their project and growth potential, those SMEs are likely not to be able to access the necessary finance as long as they lack a proven track record and sufficient collateral. As a result of this asymmetric information, business finance markets may fail to provide the necessary equity or debt finance to newly created and potentially high-growth SMEs resulting in a persistent capital market failure preventing supply from meeting demand at a price acceptable to both sides, which negatively affects SMEs’
growth prospects. Small mid-caps and innovative mid-caps may, in certain circumstances, face the same market failure.

The consequences of a undertaking not receiving finance may well go beyond that individual entity, due in particular to growth externalities. Many successful sectors witness productivity growth not because firms present in the market gain in productivity, but because the more efficient and technologically advanced firms grow at the expense of the less efficient ones (or ones with obsolete products). To the extent that this process is disturbed by potentially successful undertakings not being able to obtain finance, the wider consequences for productivity growth are likely to be negative. Allowing a wider base of undertakings to enter the market may then spur growth. Therefore, the existence of a financing gap affecting SMEs, small mid-caps and innovative mid-caps may justify public support measures including through the grant of State aid in certain specific circumstances. If properly targeted, State aid to support the provision of risk finance to those companies can be an effective means to alleviate the identified market failures and to leverage private capital.

During the end of the 1990ies the European Commission expressed a general policy in favour of promoting risk capital (Commission, 2001). In the Commission’s view SMEs at early growth stages were better served by risk capital in the form of equity or quasi-equity finance than by loan finance alone, in particular given the costs of servicing debt. A commitment to risk capital was set out as a wider European objective at the Lisbon European Council of 23–24 March 2000, in the context of the Lisbon Strategy. In the Communication “State Aid and Risk Capital” of 2001 the Commission set out how it would apply Article 107 par. 1 TFEU (previous 87 par. 1 EC) to risk capital measures constituting State aid (Morais and Ferro, 2011).

In line with the Lisbon Strategy on 7 June 2005 the Commission released the communication “State Aid Action Plan: less and better targeted State aid” (Bartosch, 2007). A road map for State aid reform 2005 to 2009” which aimed to create a simple, user-friendly and coherent set of rules for State aid which is likely to promote economic development without unduly distorting competition (Commission, 2005). The next step was the publication of the Community Guidelines on State aid to Promote Risk Capital Investments in Small and Medium-Sized Enterprises (Guidelines on Risk Capital Investments, 2006) that replace the Communication “State Aid and Risk Capital” of 2001. Moreover, in accordance with the State Aid Action Plan and the “Small Business Act” of 25 June 2008” (Commission, 2008a), the Commission Regulation 800/2008 of 6 August 2008 (Commission, 2008b) (General Block Exemption Regulation – GBER) consolidates into one text and harmonises the rules previously existing in five separate regulations and enlarges the categories of State aid covered by the exemption including also certain risk capital measures. It was very important, because risk capital measures had, so far, not been block exempted. In addition to the GBER risk capital measures can also be exempted in accordance with the Commission Regulations on the application of Articles 107 and 108 of the Treaty to de minimis aid (Commission, 2006; Commission, 2013a). Both the Guidelines on Risk Capital Investments 2006 and the GBER applied until 30 June 2014.

Access to finance for SMEs is an objective of common interest underpinning the Europe 2020 strategy (Commission, 2010a). In particular, the “Innovation Union” flagship initiative (Commission, 2010b) aims to improve framework conditions and access to finance for research and innovation so as to ensure that innovative ideas can be turned into products and services that create growth and jobs. In addition, the “Industrial policy for the globalisation era” flagship initiative (Commission, 2010c) is designed to enhance the
business environment and to support the development of a strong and sustainable industrial base able to compete globally. The Roadmap to a resource-efficient Europe (Commission, 2011a) calls for framework conditions to increase investor certainty and ensure better access to finance for companies making green investments that are seen as riskier or that have longer payback times. Moreover, the Small Business Act sets out a number of guiding principles for a comprehensive policy designed to support the development of SMEs. One of those principles is to facilitate access to finance for SMEs. That principle is also reflected in the Single Market Act (Commission, 2011b).

Within this policy context, the 2011 Action plan to improve access to finance for SMEs (Commission, 2011c) and the debate launched in 2013 by the Green Paper on Long-term finance for the European economy (Commission, 2013b), recognises that the Union’s success depends largely on the growth of SMEs, which however often face significant difficulties in obtaining financing. In order to address this challenge, policy initiatives have been taken or proposed to make SMEs more visible for investors and finance markets more attractive and accessible for SMEs. For example, two initiatives relevant to investments funds were taken: the Regulation on venture capital funds in the Union (EC, 2013) adopted in 2013, which enables venture capital funds in the Union to market their funds and raise capital across the internal market, and the proposal for a regulation on European Long-term Investment Funds (Commission, 2013c), which aims at introducing framework conditions to facilitate the operation of private investment funds that have a long-term commitment from their investors. Beyond these specific regulations, the regulatory framework for the management and operation of investment funds active in risk finance, such as private equity funds, is provided by the Directive on Alternative Investment Fund Managers – AIFMD (Directive, 2011). In line with those policy initiatives, the Commission intends to use the Union budget to facilitate access to finance for SMEs with a view to addressing structural market failures that limit the growth of SMEs. To this end, proposals have been made with the view to enhancing the use of new financial instruments – which may take the form of debt instruments (loans, guarantees) or equity instruments (pure equity, quasi-equity investments or other risk-sharing instruments) – under the 2014–20 Multiannual Financial Framework (MFF). In particular, the Union funding programmes COSME (Regulation, 2013a) and Horizon 2020 (Regulation, 2013b) will endeavour to improve the use of public resources through risk-sharing funding mechanisms to the benefit of SMEs in their start-up, growth and transfer phases, as well as small mid-caps and innovative mid-caps, with a particular emphasis on actions designed to provide seamless support from innovation to market, including the commercial implementation of research and development (R&D) results.

In 2012, the Commission launched a public consultation to substantially review the State aid regime applicable to risk capital measures, including those covered by the GBER, so as to promote a more efficient and effective provision of various forms of risk finance to a larger category of eligible undertakings (Quigley, 2015). For block-exempted measures, no notification is necessary because they are presumed to address a market failure through appropriate and proportionate means, while having an incentive effect and limiting any distortions of competition to the minimum (Hofmann and Micheau, 2016). As a result, for the compatibility assessment of all risk finance aid to be awarded from 1 July 2014 until 31 December 2020, the Commission will apply the principles set out in the Guidelines on State aid to promote risk finance investments (Commission, 2014a) and the new GBER (Commission, 2014b).

It should be noted that State aid can only be justified if it is targeted at specific market failures affecting the delivery of the common objective (Podsiadlo, 2017). The European
Commission considers that there is no general market failure as regards access to finance for SMEs, but only a failure related to certain groups of SMEs, depending on the specific economic context of the Member State concerned (Cattrysse, 2014). This particularly but not exclusively applies to SMEs in their early stages which, despite their growth prospects, are unable to demonstrate their credit-worthiness or the soundness of their business plans to investors. The scope of such market failure, both in terms of the affected companies and their capital requirement, may vary depending on the sector in which they operate. Due to information asymmetries, the market finds it difficult to assess the risk/return profile of such SMEs and their ability to generate risk-adjusted returns. The difficulties those SMEs experience in sharing information about the quality of their project, their perceived riskiness and weak creditworthiness lead to high transaction and agency costs and may exacerbate investor risk-aversion. Small mid-caps and innovative mid-caps may be faced by similar difficulties and therefore be affected by the same market failure.

3. Methodology and Data

A feature of applied research method is the analysis of the intervention instruments used by the State from the point of view of concepts of State aid within the meaning of art. 107 par. 1 TFEU. The adoption of such a method provided an opportunity to: firstly, determining the semantic scope of admissibility and the rules of providing aid as interpreted by the Court and the Court of Justice of the European Union, and secondly – capturing the specific characteristics of State aid to promote risk capital investments. Another feature of the method used in the paper is the analysis of the relation between the Member States expenditure on State aid designed for risk capital investments and the size of the GDP in real terms of these countries. This analysis was carried out in accordance with the linear regression model. The response variable (dependent variable Y) is the size of the GDP in real terms and the explanatory variable (independent variable X) is the expenditure on State aid to promote risk capital investments.

Statistical analysis will be carried out based on two source tables. The first table shows the calculations for the linear regression model concerning respectively the slope parameter (directional factor $\beta$). $t$ Stat is a test of linear relationship occurrence between expenditure on State aid for risk capital and the size of the GDP. This statistical test allows to verify the authenticity of the so-called null hypothesis that the parameter of the regression function I type $\beta$ is equal to zero, with the alternative hypothesis that it is not equal to zero ($H_0$: $\beta = 0$; $H_1$: $\beta \neq 0$). The acceptance of the null hypothesis that the parameter $\beta = 0$ would mean that the increase in the value of expenditure on State aid by € 1 million will not cause any changes in the size of the GDP which means the lack of any relationship between expenditure on State aid and the size of the GDP. In other words, the acceptance of the null hypothesis means the lack of the influence of the State aid to promote risk capital provided by the Member States of the European Union on the size of their GDP. From the perspective taken in this paper it will be essential to reject the null hypothesis in favor of the alternative hypothesis which states that between the studied phenomena – expenditure on State aid and the size of the GDP – there is a significant statistical relationship. From the tables of critical values of $t$-Student it is seen that $t_{a/2} = \pm 2.1604$ for $\alpha = 0.05$ and $n − 2 = 13$ degrees of freedom. The null hypothesis can be rejected in favor of the alternative hypothesis only when $t_b < t_{a/2}$ or $t_b > t_{a/2}$, that is when $-t_b < -2.1604$ or $+t_b > 2.1604$. 
The second table contains regression statistics. Among the regression statistics are: the correlation coefficient, determination coefficient, standard error and the parameters of F test, that is the value of F-test and the probability of making type I error, when the hypothesis is verified concerning the lack of impact of expenditure on State aid on the size of the GDP (irrelevance of State aid expenditure in the regression model). F-test, similarly as described above t-test, is used for testing the significance of linear regression coefficient $\beta$ evaluation. The checking of this test is a statistic F having F-Snedecor distribution of $k_1$ and $k_2$ freedom degrees. When rejecting the null hypothesis $F > F_0$ of no relation between expenditure on State aid and the size of the GDP sector debt and accepting the alternative hypothesis of the existence of a statistically significant relationship between the variables. From the table of critical values of the F-Snedecor for $k_1 = 1$ (1 independent variable) and $k_2 = n – 2 = 13$ degrees of freedom and $\alpha = 0.05$ we read $F_{0.05} = 4.67$. Thus, the alternative hypothesis can be adopted only when $F > 4.67$.

4. Results

Does State aid to promote risk capital investments provided by Member States to enterprises have an adverse effect on the condition of their economic growth, leading to an increase in the size of the GDP of these countries? Or does such aid not have any impact on the GDP? Answers to these questions will be provided by the regression analysis.

Table 1 presents the calculations for verifying the hypothesis, according to which the correlation coefficient, determination coefficient, standard error and the parameters of F test, that is the value of F-test and the probability of making type I error, when the hypothesis is verified concerning the lack of impact of expenditure on State aid on the size of the GDP sector debt and accepting the alternative hypothesis of the existence of a statistically significant relationship between the variables. From the table of critical values of the F-Snedecor for $k_1 = 1$ (1 independent variable) and $k_2 = n – 2 = 13$ degrees of freedom and $\alpha = 0.05$ we read $F_{0.05} = 4.67$. Thus, the alternative hypothesis can be adopted only when $F > 4.67$.

Table 1: State aid to promote risk capital investments and GDP – Analysis of Variance: the ine “variable X”

<table>
<thead>
<tr>
<th>EU Member States</th>
<th>Regression coefficient $b$</th>
<th>Standard error $Sb$</th>
<th>$t$ Stat $tb$</th>
<th>$p$-value</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>-88.7199</td>
<td>153.0078</td>
<td>-0.57984</td>
<td>0.57193</td>
<td>-419.273</td>
<td>241.8332</td>
</tr>
<tr>
<td>Belgium</td>
<td>-377.223</td>
<td>229.0759</td>
<td>-1.64672</td>
<td>0.23563</td>
<td>-872.111</td>
<td>117.6654</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>5893.16</td>
<td>682.333</td>
<td>0.858769</td>
<td>0.406024</td>
<td>-8932.01</td>
<td>20718.33</td>
</tr>
<tr>
<td>Croatia</td>
<td>-237.42</td>
<td>97.46659</td>
<td>-2.4359</td>
<td>0.029997</td>
<td>-447.983</td>
<td>-26.8557</td>
</tr>
<tr>
<td>Cyprus</td>
<td>352.941</td>
<td>80.7599</td>
<td>-4.3704</td>
<td>0.000758</td>
<td>-527.404</td>
<td>-178.479</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>-494.482</td>
<td>859.4015</td>
<td>-0.57538</td>
<td>0.574859</td>
<td>-2351.11</td>
<td>1362.142</td>
</tr>
<tr>
<td>Denmark</td>
<td>-691.034</td>
<td>406.331</td>
<td>-1.70067</td>
<td>0.112787</td>
<td>-1568.86</td>
<td>186.7903</td>
</tr>
<tr>
<td>Estonia</td>
<td>345.395</td>
<td>114.1352</td>
<td>-3.0262</td>
<td>0.000736</td>
<td>-591.969</td>
<td>-98.8215</td>
</tr>
<tr>
<td>Finland</td>
<td>-104.08</td>
<td>211.149</td>
<td>-0.49292</td>
<td>0.630289</td>
<td>-560.24</td>
<td>352.0797</td>
</tr>
<tr>
<td>France</td>
<td>458.8204</td>
<td>72.94341</td>
<td>6.290087</td>
<td>2.79E-05</td>
<td>301.2357</td>
<td>616.405</td>
</tr>
<tr>
<td>Germany</td>
<td>-56.8217</td>
<td>131.9383</td>
<td>-0.43067</td>
<td>0.673763</td>
<td>-341.857</td>
<td>228.2136</td>
</tr>
<tr>
<td>Greece</td>
<td>338.0587</td>
<td>102.1863</td>
<td>3.308258</td>
<td>0.005657</td>
<td>117.2986</td>
<td>558.8188</td>
</tr>
<tr>
<td>Italy</td>
<td>-132.309</td>
<td>25.53975</td>
<td>-5.1805</td>
<td>0.000177</td>
<td>-187.485</td>
<td>-77.134</td>
</tr>
<tr>
<td>Latvia</td>
<td>19.8328</td>
<td>20.64855</td>
<td>0.960494</td>
<td>0.354332</td>
<td>-24.7757</td>
<td>64.44128</td>
</tr>
<tr>
<td>Lithuania</td>
<td>650.4568</td>
<td>351.9804</td>
<td>1.847992</td>
<td>0.087476</td>
<td>-109.951</td>
<td>1410.864</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>663.8296</td>
<td>889.1236</td>
<td>0.746611</td>
<td>0.468587</td>
<td>-1257.01</td>
<td>2584.664</td>
</tr>
<tr>
<td>Malta</td>
<td>-440.434</td>
<td>161.3269</td>
<td>-2.7300</td>
<td>0.017179</td>
<td>-788.959</td>
<td>-91.9085</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-969.482</td>
<td>325.6774</td>
<td>-2.9768</td>
<td>0.010706</td>
<td>-1673.06</td>
<td>-265.898</td>
</tr>
<tr>
<td>Poland</td>
<td>-168.384</td>
<td>418.3795</td>
<td>-0.40247</td>
<td>0.69388</td>
<td>-1072.24</td>
<td>735.4698</td>
</tr>
<tr>
<td>Portugal</td>
<td>-283.757</td>
<td>47.56984</td>
<td>-5.9650</td>
<td>4.71E-05</td>
<td>-386.526</td>
<td>-180.989</td>
</tr>
<tr>
<td>Romania</td>
<td>-866.263</td>
<td>560.0621</td>
<td>-1.54673</td>
<td>0.14592</td>
<td>-2076.2</td>
<td>343.6776</td>
</tr>
</tbody>
</table>
On the basis of the calculations in table 1, it can be concluded that in the case of three Member States (Greece, Ireland and United Kingdom), the regression coefficient takes a positive value. Consequently, the increase in expenditure on State aid to promote risk capital by €1 million is accompanied by an increase in GDP by average: €458.82 million, €338.06 million and €524.50 million. Margin of error is: €72.94 million, €102.19 million and €79.09 million. Bearing in mind however the confidence interval for the regression coefficient, it can be with a probability of 95% said that the increase of granted risk finance aid by €1 million will cause an increase of GDP of: Greece from €301.24 million to €616.41 million, Ireland from €117.30 million to €558.82 million and United Kingdom from €353.63 million to €695.37 million. It should also be noted that the probability of type I error (p-value), involving the rejection of a true null hypothesis that, in the case of these seven countries providing State aid to promote risk capital do not significantly affect the size of the GDP of the countries, is below the accepted level of significance, i.e. 0.05. The consequence is that the result of the study in relation to these countries, may be considered important, and thus the null hypothesis can be rejected in favour of the alternative hypothesis.

For Cyprus, Czech Republic, France, Italy, Malta, Netherlands, Portugal, Slovenia, Spain and Sweden, the regression coefficients take negative values, which means that the expenditure on State aid to promote risk capital have a negative impact on GDP of these countries. This relation occurs also at the level of the European Union (EU-28). The increase in expenditure on public aid by €1 million is accompanied by a fall in GDP – respectively – with an average of €237.42 million, €352.94 million, €345.40 million, €132.31 million, €440.43 million, €969.49 million, €283.76 million, €339.48 million, €667.77 million and €4583.82 million. Estimation errors are respectively €97.47 million, €80.76 million, €114.14 million, €25.54 million, €161.33 million, €325.68 million, €47.57 million, €127.93 million, €122.23 million and €794.72 million. At the level of the EU-28 decrease in the value of GDP per capita is: – €897.97 million. On the other hand taking into account the confidence interval for the regression coefficient it can be with a probability of 95% said that the increase in expenditure for State aid of €1 million will cause fall in GDP by the value of the interval [€897.97 million; €695.37 million] for Cyprus, [€178.48 million; €527.40 million] for Czech Republic, [€98.82 million; €591.97 million] for France, [€77.13 million; €187.49 million] for Italy, [€91.91 million; €788.96 million] for Malta, [€265.90 million; €1673.06 million] for Netherlands, [€180.99 million; €386.53 million] for Portugal, [€63.10 million; €615.87 million] for Slovenia, [€403.72 million; €931.82 million] for Spain, [€2866.94 million; €6300.71 million] for Sweden and [€521.97 million; €1273.97 million] for EU-28. For these countries the probability of making a type I error, connecting with the rejection of a real null hypothesis concerning lack of relation between the size of the State aid and the value of GDP, is very small and does not exceed the accepted level of significance of 0.05. Identical request as to the proposed hypothesis can be obtained by analyzing the value of F test (5.93, 19.10, 9.16, 26.84, 7.45, 8.86, 35.58, 7.04, 29.85, 33.27, and 26.62 for EU-28 level), and F significance (lower than 0.05). F test
parameters and regression statistics for the studied relationship between the size of the State aid to promote risk capital and the value of GDP in the European Union countries are shown in table 2.

<table>
<thead>
<tr>
<th>EU Member States</th>
<th>Regression statistics</th>
<th>Test F</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correlation indicator</td>
<td>Determination coefficient</td>
</tr>
<tr>
<td>Austria</td>
<td>0.158778</td>
<td>0.025211</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.415349</td>
<td>0.17259</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>0.231698</td>
<td>0.053684</td>
</tr>
<tr>
<td>Croatia</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.559814</td>
<td>0.313391</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>0.771381</td>
<td>0.595028</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.146002</td>
<td>0.021317</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.157588</td>
<td>0.053684</td>
</tr>
<tr>
<td>Finland</td>
<td>0.231698</td>
<td>0.053684</td>
</tr>
<tr>
<td>France</td>
<td>0.642885</td>
<td>0.413301</td>
</tr>
<tr>
<td>Germany</td>
<td>0.135452</td>
<td>0.018347</td>
</tr>
<tr>
<td>Greece</td>
<td>0.867576</td>
<td>0.752688</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.118603</td>
<td>0.014067</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.676077</td>
<td>0.457079</td>
</tr>
<tr>
<td>Italy</td>
<td>0.820778</td>
<td>0.673677</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.257416</td>
<td>0.066263</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.456119</td>
<td>0.208045</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0.202771</td>
<td>0.041116</td>
</tr>
<tr>
<td>Malta</td>
<td>0.60366</td>
<td>0.364406</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.636668</td>
<td>0.405346</td>
</tr>
<tr>
<td>Poland</td>
<td>0.110935</td>
<td>0.012307</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.85581</td>
<td>0.732412</td>
</tr>
<tr>
<td>Romania</td>
<td>0.39424</td>
<td>0.155425</td>
</tr>
<tr>
<td>Slovakia</td>
<td>0.095407</td>
<td>0.009102</td>
</tr>
<tr>
<td>Slovenia</td>
<td>0.592742</td>
<td>0.351344</td>
</tr>
<tr>
<td>Spain</td>
<td>0.834633</td>
<td>0.696612</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.847956</td>
<td>0.719029</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.878538</td>
<td>0.771828</td>
</tr>
<tr>
<td>EU 28</td>
<td>0.819682</td>
<td>0.671878</td>
</tr>
</tbody>
</table>

Source: the author’s own calculations.

In the case of Greece and United Kingdom, one can speak of a strong correlation of risk finance aid granted to companies with the amount of their GDP in a positive sense: 0.87 and 0.88. These models have a good fit to the empirical data, as its calculated coefficient of determination is 0.752688 and 0.771828. Therefore, variations in GDP in these countries were explained in 75.27% and 77.18% with variations in expenditure on State aid to promote risk capital, while the remaining 24.73% and 22.82% result from the impact of other factors.

In the case of Ireland, the value of the correlation coefficient is 0.68. This country is characterized by weak positive relationship occurring between the amount of provided State aid and the level of its GDP. Moreover, there can be no satisfactory adjustment of the regression line to the empirical data. The determination coefficient equals: 0.457079.
For all countries of the European Union (EU-28) between the amount of State aid to promote risk capital and GDP in the real terms, there is a strong negative correlation ($r = -0.82$). The determination coefficient is 0.671878.

Italy, Portugal, Spain and Sweden are characterized by occurring between the amount of provided risk finance aid to undertakings and the level of GDP, very strong negative correlation – respectively 0.82, 0.86, 0.83 and 0.85. In the case of Portugal, for which the determination coefficient has the highest value, the variability of GDP in the real terms was explained in 73.24% by variability of expenditure on State aid to promote risk capital. The remaining 26.76% is the effect of random and non-random factors (other non-aid variables, imprecise fit of a straight line to the empirical data etc.). For Cyprus, France, Malta, Netherlands and Slovenia the determination coefficient assumes lower values and amounts to 0.313391, 0.413301, 0.364406, 0.405346 and 0.351344. This means that there can be no satisfactory adjustment of the regression line to the empirical data.

5. Discussion and Conclusions

In the market of the European Union, which is based on the mechanism of free competition, many changes occur as a result of the impact of micro-, meso- and macroeconomic factors. On the one hand, these changes go together with positive effects in the form of the development of the enterprises, both those already operating in the Internal market as well as those whose strategic goal is to enter the market and do business activity in the long term. Compliance with the principles of free competition, reduction of the entry barriers, elimination of customs barriers, consistent combating monopolistic practices, the inflow of direct foreign investments and the related production increase, creating the conditions for public procurement and the suppliers endeavour for uniform purchase prices and purchasing the products at prices adopted in the country where they are the lowest, they are the desired effects of competition in the Single European Market, enabling economic and social development of the European Union. On the other hand, not all market processes can be considered as the desired effect of competition. Then it is indicated, that the market economy, in which the primary regulator of the occurring processes is the competition, is burdened with certain deficiencies. The deficiencies of the market system are in such a situation justification for a replacement or supplement based on free competition of the market mechanism by other decision making processes, such as the State intervention.

The conducted analysis of regression indicated that expenditure on State aid to promote risk capital and measured by GDP the size of the economic growth are linearly dependent regarding 13 Member States, which in the years 2002-2016 provided State aid for this purpose. Risk finance measures often involve complex constructions creating incentives for one set of economic operators (investors) to provide risk finance to another set of operators (eligible undertakings). Depending on the design of the measure, and even if the intention of the public authorities may be only to provide benefits to the latter group, undertakings at either or both levels may benefit from State aid. Moreover, risk finance measures always involve one or more financial intermediaries which may have a status separate from that of the investors and the final beneficiaries in which investments are made. In such cases it is also necessary to consider whether the financial intermediary can be considered to benefit from State aid.
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Abstract

The area covered by protected areas in Poland amounts to 33.1%; the region with the highest percentage of areas covered by them is in the Swietokrzyskie Voivodeship – 62%. These areas are usually landscape parks and protected landscape areas. The basic of development of protected areas should be based on the production of high quality food and food processing. This paper presents selected problems of life quality on protected areas of the Swietokrzyskie voivodeship in Poland (in the inhabitants’ opinion). The work continue discusses theoretical issues of instruments and institutions with reference to Polish protected areas. Following the topic, the problems of life quality of inhabitants in ecodevelopment of protected areas has been analyzed. The last chapter presents opinions of inhabitants in the aspect of ecodevelopment, especially about selected problems of life on protected areas. The problem of life quality in the context of ecodevelopment has been raised in this paper. The work ends with a brief conclusion.
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1. Introduction

At the end of 2003, spatial forms of nature and landscape preservation constituted 33.1% of the total country area (in Poland). Landscape parks together with national parks, nature reserves and protected landscape areas make up the system of protected areas as a set of mutually complementary forms of nature preservation. Because of their specificity, protected areas are subject to particular legal statutes, which define admissible human activity depending on the level of protection. The conditions of the development in the protected areas result from the potential of natural resources in this area as well as from objective conditions shaping their position in the region.
As a protected area, a landscape park is supposed to protect nature on its territory in accordance with the legislation in force, whereas the development of rural areas located in such parks is usually closely connected to agriculture. The two elements are frequently a source of conflict between farmers and park management. The directions of correct development of these rural areas are therefore an essential argument for looking into possibilities of development of protected areas. Findings of studies on the possibilities of developing these areas in line with nature conservation objectives and with an appropriate consideration for all the aspects of the development may solve or at least alleviate such conflicts. The interests of all parties involved in a given protected area should be carefully considered and taken into account, while also observing the legislation in force.

The need to conduct studies on the development of protected areas situated in rural areas was the impulse for addressing this problem in this research project. An additional argument for pursuing this problem was that fact that the literature on the subject, in the case of the protected areas in Swietokrzyskie voivodeship, was either very scarce or addressed only selected aspects. In Poland, the only areas where studies on the development of rural areas in landscape parks were conducted are the “Green Lungs of Poland” territory and Wielkopolska voivodeship. There are also very few publications about the development of landscape parks in Mazowieckie and Malopolskie voivodeships (Poplawski 2014).

The necessity of carrying a research on development of protected areas was a reason to refer to this problem in this publication. The aim of this paper is to present selected problems of life quality on protected areas of the Swietokrzyskie voivodeship in Poland (in the inhabitants’ opinion).

2. The range and methods of research

The research consisting in pointing the directions of development of protected regions in Swietokrzyskie Voivodeship has been conducted since 1998 and has been continued up till the present day. The research was based on inhabitants’ opinions concerning particular courses of development, i.e. tourism, services, handicraft, industry and small business, folk culture and art, agriculture, food processing and nature conservation. The research embraces, among others, finding natural and landscape qualities which influence a multifunctional and eco-development of rural areas. The statistical data as well as materials obtained from communes constituted an element completing the research and assessment of the commune potential. The description of the research was presented, among others, in Poplawski’s papers (2014 and 2014a).

The basis of the publication are the results of questionnaires concerning a current potential of communes as well as its influence upon their development as well as meetings with inhabitants and authorities of communes The questionnaires were filled in by all potential leaders who were interested in the issue as well as people enjoying the authority and having the influence on the decisions (the choice of the test was purposeful in the population), especially: commune chief, counsellors, village administrators, employers, entrepreneurs, the inhabitants interested in the future of the commune, farmers, female organizations leaders, social and political organizations leaders, trade union leaders, a priest, pharmacists, doctors and teachers, which means, according to what Parysek (2001), Siekierski (2004) as well as Zawisza and Pilarska (2003) claim, that such people

51 Voivodeship is one of the sixteen provinces in Poland (translator’s note).
determine the directions of development actions in a given village. Among the surveyed, farmers constituted 30–40%, and the remaining part the above mentioned people. The number of questionnaires addressed directly to inhabitants in communes was among 102–178 inhabitants who expressed their opinions in questionnaires after the EU integration. In the surveyed group the number of women and men was comparable. This type of questionnaire can be regarded as a quota sampling of the whole population of the area; even though it is not random, in the case of such an approach to the problem, this kind of a procedure is possible and correct, and frequently used in English-language literature (Poplawski 2014).

The carried out survey concerned: favoured courses of development of the research area, ecological awareness, possibility of maintaining agricultural and tourist activity, problems of everyday life hindering the development, some demographic aspects, development chances and obstacles. The study also used publications issued by statistical offices, conservation plans (finished or in preparation), and the documentation of the voivodeship Inspectorate of Environmental Protection in the city of Kielce (Poplawski 2009).

This publication was financed by the State Committee for Scientific Research in Poland as a research project (Łukasz Poplawski, the Manager of the project). The article is the author’s original contribution in science with the use of the deliberate attempt of over 6,000 respondents in 45 communes without using other scientists’ research. The paper expresses the respondents’ opinions residing the area of the research and it was written for 3 consecutive years in the period after joining the EU. Owing to this paper, it will be possible to compare the opinions what the life was in the past and what the problems were in this and present, i.e. the previous period, which means what could be solved and unfortunately, what worsened (which phenomenon was negative).

3. Research results and discussion

According to the respondents, the following are mentioned among the most important desired actions of the authorities in the order: inhabitants’ security and development of economic potential of the commune as well as health care and social services.

The respondents gave the following as the most desired actions of the authorities of the commune: material security – in 26 communes, including the one in Piekoszow the answer was a definite “no”; health care and social services – in 36 communes; raising awareness and shaping social attitudes – in 23 communes; development of the economic potential of the commune – in 39 communes; development and protection of the environment – in 34 communes; shaping the spatial structure – in 25 communes; inhabitants’ security – in 34 communes, but in Krasocin “no.”

It should be emphasized that the respondents mostly expect to have the economic potential of their communes developed by their authorities as well as health care and social welfare. These problems have been especially difficult to be solved in the rural areas in Poland in spite of undertaking a lot of supporting instruments encouraging business activity and increasing accessibility to these social services.

According to the respondents, the following are the most urgent problems with respect to health and social services: common and easy access to open medicine – in 41

---

52 This article is part of Ł. Poplawski’s unpublished dissertation in English (The conditions of eco-development of rural communities in the protected areas of the Swietokrzyskie Voivodeship. The publishing house Wyd. Naukowe PWN. Warsaw, 2009)
communes, a full range of services in open medicine – in 41 communes, counteracting alcoholism and drug addiction – in 41 communes, effective operation of social services – in 41 communes, organized group childcare – in 39 communes.

Considering the results presented above, it can be said that the array of problems in this area is very big and, unfortunately, results from the low accessibility to these services and the overuse of alcohol. At the moment, the organised group care of children is especially vital on account of the bigger number of children being born in the village than in cities. The most tedious problems out of the mentioned below in connection with the fact that agriculture is the main business activity there are two basic ones i.e. unemployment due to the lack of workplaces and perspectives of economic development resulting from the lack of systemic solutions for rural areas either financial support for limited developmental possibilities or tax reliefs for the communes and business entities although everybody in the European Union talks about environmental protection.

The interviewees answered that the following are the most burdensome social problems for the inhabitants of the commune out of the mentioned ones (Poplawski 2009): unemployment among adults – in 40 communes, and among the youth – in 41 communes, alcoholism, drug addiction – in 31 communes, problems of the elderly and lonely persons – in 25 communes, and “no” especially in Zlota, lack of economic development prospects – in 38 communes, lack of inhabitants’ activity – in 33 communes, threat of crime – in 17 communes, and “no” especially in Slupia Konecka.

Continuing the description of these results it is not possible not to pay attention to the results below which confirm the ones previously presented i.e. that the commune should take actions in the scope of the sewage system and waste management as well as fight against unemployment by supporting a creation of workplaces, development of agriculture or agritourism or social welfare especially when there is a process of aging. The results below referring to attitudes and awareness among the respondents are a manifestation of cooperation of the local society in particular engaging the young in this activity.

According to the respondents, the following enterprises and actions are the most essential and should be the priority scope of activity of the commune out of the listed ones below: access to primary and secondary education – “yes” in 39 communes, but “no” in 8 communes, construction of the water supply network – in 14 communes, and “no” in 6 communes, construction of the sewage equipment – in 37 communes, organizing waste disposal (a landfill) – in 36 communes, air and landscape protection – in 29 communes, telephone lines – in 13 communes, and “no” in 9 communes, gasification – in 33 communes, and “no” in Brody, development of agricultural tourism and recreation in the commune – in 40 communes, road construction and repair – in 38 communes, creation of new workplaces and fight against unemployment – in 42 communes, health care – in 37 communes, local cultural and artistic activity – in 35 communes, social services – in 38 communes, an increase in effectiveness of agriculture (irrigation, land consolidation) – in 40 communes.

In 35 communes there are not national or ethnic problems, and only the respondents in Slupia Konecka indicated that such a problem exists.

With reference to attitudes and awareness, the interviewees pointed out: adjustment of fields of study to the needs of the labour market – in 39 communes, but “no” in Piekoszow, access to various forms of development for the youth – in 39 communes, participation of the youth in the life of the commune – in 38 communes, access to various forms of culture – in 38 communes, creation of inhabitants’ needs to participate in cultural
events – in 34 communes, stimulation to inhabitants’ activity to participate in management of the commune – in 38 communes, increase in activity of branch groups in solving their problems – in 34 communes.

Table 1: The inhabitants’ opinion which material aims and in the scope of the inhabitants’ security are the most important and real to be solved in existing conditions in the commune.

<table>
<thead>
<tr>
<th>Commune</th>
<th>Increase in the number of workplaces in the commune [%]</th>
<th>Possibility to gain new professional qualifications [%]</th>
<th>Increase in active and passive road security [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K  O  NK</td>
<td>K  O  NK</td>
<td>K  O  NK</td>
</tr>
<tr>
<td>Backowice</td>
<td>5.34 36.64 58.02</td>
<td>10.69 38.17 51.14</td>
<td>8.33 40.15 51.52</td>
</tr>
<tr>
<td>Baltow</td>
<td>11.76 19.61 68.63</td>
<td>9.00 25.00 66.00</td>
<td>11.11 32.32 56.57</td>
</tr>
<tr>
<td>Blizyn</td>
<td>7.92 21.78 70.30</td>
<td>4.85 33.98 61.17</td>
<td>5.88 31.37 62.75</td>
</tr>
<tr>
<td>Bodzechow</td>
<td>8.26 22.31 69.43</td>
<td>12.29 26.23 61.48</td>
<td>8.78 33.33 57.89</td>
</tr>
<tr>
<td>Bogoria</td>
<td>10.69 26.72 62.59</td>
<td>6.87 36.64 56.49</td>
<td>3.87 46.51 49.62</td>
</tr>
<tr>
<td>Brody</td>
<td>11.28 13.53 75.19</td>
<td>8.21 23.13 68.66</td>
<td>11.85 33.33 54.82</td>
</tr>
<tr>
<td>Daleszyce</td>
<td>21.90 49.52 28.58</td>
<td>19.44 58.33 22.23</td>
<td>19.05 51.43 29.52</td>
</tr>
<tr>
<td>Gnojno</td>
<td>14.56 17.89 67.55</td>
<td>12.58 31.79 55.63</td>
<td>6.00 39.33 54.67</td>
</tr>
<tr>
<td>Gorno</td>
<td>6.93 46.53 45.64</td>
<td>0.99 53.46 45.55</td>
<td>8.91 48.51 42.58</td>
</tr>
<tr>
<td>Imielno</td>
<td>14.56 33.01 52.43</td>
<td>14.02 38.32 47.66</td>
<td>11.21 39.25 49.54</td>
</tr>
<tr>
<td>Iwaniška</td>
<td>13.33 27.76 58.91</td>
<td>15.24 32.38 52.38</td>
<td>9.61 37.50 52.89</td>
</tr>
<tr>
<td>Kije</td>
<td>3.74 25.23 71.03</td>
<td>5.55 29.63 64.82</td>
<td>1.85 37.04 61.11</td>
</tr>
<tr>
<td>Kluczewsko</td>
<td>21.51 30.10 48.39</td>
<td>16.67 38.89 44.44</td>
<td>19.56 42.39 38.05</td>
</tr>
<tr>
<td>Krasocin</td>
<td>19.27 22.93 57.80</td>
<td>20.56 32.71 46.73</td>
<td>14.95 44.86 40.19</td>
</tr>
<tr>
<td>Lagow</td>
<td>12.12 18.18 69.70</td>
<td>13.26 33.67 53.07</td>
<td>7.14 35.71 57.15</td>
</tr>
<tr>
<td>Lopuszno</td>
<td>12.00 25.00 63.00</td>
<td>13.00 34.00 53.00</td>
<td>6.32 35.79 57.89</td>
</tr>
<tr>
<td>Maslow</td>
<td>5.93 35.59 58.48</td>
<td>6.78 45.76 47.46</td>
<td>8.62 41.38 50.00</td>
</tr>
<tr>
<td>Michalow</td>
<td>7.55 28.30 64.15</td>
<td>14.81 31.48 53.71</td>
<td>5.55 45.37 49.08</td>
</tr>
<tr>
<td>Mirzec</td>
<td>8.92 32.14 58.94</td>
<td>9.82 44.64 45.54</td>
<td>5.41 48.64 45.95</td>
</tr>
<tr>
<td>Mniów</td>
<td>5.50 22.94 71.56</td>
<td>3.60 30.63 65.77</td>
<td>5.88 31.37 62.75</td>
</tr>
<tr>
<td>Nowy Korczyn</td>
<td>6.54 58.88 34.58</td>
<td>7.55 52.83 39.62</td>
<td>10.38 68.87 20.75</td>
</tr>
<tr>
<td>Oksa</td>
<td>17.86 22.14 60.00</td>
<td>12.59 31.85 55.56</td>
<td>13.43 30.59 55.98</td>
</tr>
<tr>
<td>Opatowiec</td>
<td>13.20 21.70 65.10</td>
<td>9.52 32.38 58.10</td>
<td>8.49 33.96 57.55</td>
</tr>
<tr>
<td>Pancew</td>
<td>10.10 22.22 67.68</td>
<td>13.40 21.65 64.95</td>
<td>7.37 36.84 55.79</td>
</tr>
<tr>
<td>Pawłow</td>
<td>3.57 24.11 72.32</td>
<td>9.17 32.11 58.72</td>
<td>4.50 32.43 63.07</td>
</tr>
<tr>
<td>Piekoszow</td>
<td>17.31 62.50 20.19</td>
<td>14.42 74.04 11.54</td>
<td>18.27 52.88 28.85</td>
</tr>
<tr>
<td>Pierzchnia</td>
<td>7.00 17.00 76.00</td>
<td>7.00 23.00 70.00</td>
<td>8.08 31.31 60.61</td>
</tr>
<tr>
<td>Radoszyce</td>
<td>10.89 21.78 67.33</td>
<td>8.82 33.33 57.84</td>
<td>8.91 35.64 55.45</td>
</tr>
<tr>
<td>Rakow</td>
<td>9.71 11.65 78.64</td>
<td>5.88 22.55 71.57</td>
<td>11.00 32.00 57.00</td>
</tr>
<tr>
<td>Ruda Maleniecka</td>
<td>13.40 16.49 70.11</td>
<td>12.76 30.85 56.39</td>
<td>10.87 39.13 50.00</td>
</tr>
<tr>
<td>Sitkówka Nowiny</td>
<td>10.91 55.45 33.64</td>
<td>21.10 49.54 29.36</td>
<td>9.26 62.04 28.70</td>
</tr>
<tr>
<td>Skarżysko Kościelne</td>
<td>3.96 18.81 77.23</td>
<td>9.09 23.23 67.68</td>
<td>6.00 26.00 68.00</td>
</tr>
<tr>
<td>Słupiśl Jedrzejowska</td>
<td>11.61 54.46 33.93</td>
<td>11.50 63.72 24.78</td>
<td>10.62 64.60 24.78</td>
</tr>
<tr>
<td>Słupiśl Konecka</td>
<td>8.03 38.39 53.58</td>
<td>7.14 50.00 42.86</td>
<td>9.82 48.21 41.97</td>
</tr>
<tr>
<td>Smykow</td>
<td>11.82 12.72 75.46</td>
<td>14.95 17.76 67.29</td>
<td>6.54 37.38 56.08</td>
</tr>
<tr>
<td>Sokobór</td>
<td>17.17 31.31 51.52</td>
<td>16.00 39.00 45.00</td>
<td>13.40 42.27 44.33</td>
</tr>
<tr>
<td>Sołec Zdroj</td>
<td>9.85 14.39 75.76</td>
<td>8.59 32.81 58.60</td>
<td>8.73 38.89 52.38</td>
</tr>
<tr>
<td>Stopnica</td>
<td>9.82 10.71 79.47</td>
<td>9.26 23.15 67.59</td>
<td>8.18 26.36 65.46</td>
</tr>
<tr>
<td>Strzelce</td>
<td>8.49 14.15 77.36</td>
<td>8.82 32.35 58.83</td>
<td>7.92 30.69 61.39</td>
</tr>
<tr>
<td>Szydłów</td>
<td>11.40 21.05 67.55</td>
<td>6.14 35.09 58.77</td>
<td>8.04 40.18 51.78</td>
</tr>
<tr>
<td>Tuczęp</td>
<td>5.21 19.79 75.00</td>
<td>13.00 19.00 68.00</td>
<td>6.12 29.59 64.29</td>
</tr>
</tbody>
</table>
Table 2: The inhabitants’ opinion which material aims and in the scope of the inhabitants’ security are the most important and real to be solved in existing conditions in the commune (continue).
4. Conclusions

On the basis of the conducted research in 45 communes with the majority of protected areas in the Swietokrzyskie Voivodeship in Poland one should state that:

- the respondents evaluate the level of living quality in a different way,
- the inhabitants indicated the problem of unemployment among the adults and the youth as one of the most important ones in all analysed communes,
- inhabitants’ security and development of the economic potential of the commune as well as health care and welfare are enumerated in the order as the most desirable actions of the authorities,
- according to the respondents (in 41 communes), the most essential problems in the scope of health and welfare include: common and easy access to out-patient health care, a full range of services in out-patient health care, counteracting alcoholism and drug addiction, effective welfare,
- lack of perspectives of economic development – in 38 communes,
- creating new workplaces and fight against unemployment – in 42 communes,
- there are no national and ethnic problems, and only in Slupia Konecka the respondents indicated that such a problem exists,
- in the scope of attitudes and awareness the respondents indicated the following: adjustment of the educational directions to the needs of the labour market – in 39 communes, but “no” in Piekoszow, access to various forms of the youth development – in 39 communes, the participation of the youth in life of the commune – in 38 communes, access to various forms of culture – in 38 communes, activation of the inhabitants’ participation in management of the commune – in 38 communes.

The presented original research with the deliberate attempt of over 6,000 respondents in 45 communes expresses the respondents’ opinions residing this research area and they can be used to compare the opinions of what the life was like and what problems were in this period with the problems in terms of the quality of life in the future (what problems were solved and which negative phenomena, unfortunately, got worse).
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Abstract

Small and medium-sized enterprises face growing competition. Not just by domestic entities, but also from foreign enterprises entering the local market. The way how to deal with increasing competitive primarily depends on internal characteristics (factors of the internal environment) of individual enterprises. The aim of this paper is to present factors of internal environment of SMEs which determine their success. These factors are categorized into five groups. These are: human resources, marketing, manufacturing, management organization and financial management. The results are based on the analysis of secondary data focused on the success factors of SMEs’ and on primary survey conducted among Czech SMEs in manufacturing industry. The survey validated selected SMEs’ key success factors and their specifics.

Keywords: Small and medium-sized enterprises, success, key factors of success, primary research, questionnaire survey, internal environment.
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1. Introduction

The objective of this article is to present partial results of research work, thus the identified key factors of an internal environment, which determine success of small and medium-sized enterprises. These key factors will serve to setting up a model of evaluation of SMEs. It will be a supportive tool for easy self-evaluation and a potential comparison with competing subjects. The most significant benefit of the model for SMEs will be ability to identify own weaknesses. The model will be based on non-financial indices, which will be created from the identified key success factors. For needs of identification of SME in the Czech Republic and their division, recommendation of the Commission 2003/361/ES was used, which represents the new definition of SMEs (European Commission, 2012).
In order to complete the objective, it is necessary to define a successful enterprise. Many theories have been created about the topic of a successful enterprise (e.g. Weinziermer and Manmadhan, 2009; Vodáček and Vodáčková, 2004; Cowling, 2007; Fairlie and Robb, 2009; Masuo et al., 2001; Philip, 2010; Blažek et al., 2008). The term “success” can be defined from many perspectives (e.g. financial, market and social indicators). By summarization of obtained knowledge, it was possible to define a successful enterprise as an enterprise, which by acting at the market satisfies requirements of fulfilment of objectives and results of entrepreneurial activities of all interested people or groups of people. The primary data was gathered from self-evaluation survey in SMEs (just as it was in case of secondary data).

2. Literature Review

An old-fashioned view about an enterprise as a mechanic system leads a manager primarily to development of a technical part of success potential, so-called knowledge capital of an enterprise (production and information technologies, economic controlling systems, quality management systems, etc.). The second part of success potential is often not a priority for SMEs, i.e. people, social capital. This imbalance fundamentally decreases efficiency of investments into technical systems (Häuser, 2004). Häuser (2004) understands an enterprise as a bio system, in which it is necessary to dedicate balanced attention to the both components of success potential, thus to social capital (people, human resources) and knowledge capital (financial capital, material resources, know-how). The set of internal factors of success (as a result of extensive and thorough study of professional resources) is presented in Table 1, Table 2, Table 3, Table 4 and Table 5.

Table 1: Overview of the key success factors of SMEs – Human resources

<table>
<thead>
<tr>
<th>Group</th>
<th>Authors</th>
<th>Factors</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>fluctuation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>work experience</td>
</tr>
</tbody>
</table>

Human resources (see Table 1) are divided into two main factors, i.e. employees and an entrepreneur. In case of employees, the key factors of success are their skills, experience, qualification and further education. An important role is played by motivation of employees and size of their fluctuation. Factors related to entrepreneurship are more important primarily in small enterprises, where a personality of an entrepreneur, his/her
education and work experience are reflected more in activity of an enterprise. In small enterprises an entrepreneur influences directly a majority of activities.

Table 2: Overview of the key success factors of SME – Marketing

<table>
<thead>
<tr>
<th>Group</th>
<th>Authors</th>
<th>Factors</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>complementary services</td>
<td>Man, Lau and Chan (2002), Philip (2010)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(stable) customer</td>
<td>Chittithaworn et al. (2011), Blážek et al. (2008)</td>
</tr>
</tbody>
</table>

Another key factor of success is marketing (see Table 2). In the area of marketing, strategy and vision are identified as the key factors, which can be further defined as determinants of success, such as price policy of an enterprise, ability to flexibly react to requirements of the market, quality of products, a level of customer service and offered additional services. Price policy of an enterprise is an important factor of success. However, it is necessary to evaluate this factor in context of business strategy.

Table 3: Overview of the key success factors SMEs – Production

<table>
<thead>
<tr>
<th>Group</th>
<th>Factors</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>know-how</td>
<td>Lin (1998), Ratnaningsih et al. (2010), Philip (2010), Chittithaworn et al. (2011)</td>
</tr>
</tbody>
</table>

Another group of factors determining success of an enterprise is production (Table 3). Here, the key factors are a level of production technologies and production equipment. Furthermore, innovations carried out in an enterprise, research and development, and last but not least, know-how of an enterprise. An enterprise can carry out innovation activity in the area of products (development of a new product or improvement of an existing one), furthermore in the area of processes (innovation of production technologies and equipment or production processes). Further, innovation can be marketing innovation.
(e.g. in the area of marketing communication) and organizational innovation (changes in management of an enterprise). The key factor know-how is primarily a competitive advantage of a given enterprise.

Success of an enterprise is further determined by a method of its management, however, it is possible to be further specified (Table 4). Here, the success factor is organizational structure, especially a number of levels. It means that an average number of levels, which corresponds with size of an enterprise, needs of management and characteristic of production. Then, communication is important within a management style. It means communication inside an enterprise, horizontal as well as vertical. Thus, success of an enterprise is further influenced by relationships, which an enterprise created with its suppliers. Stable relationships are important because of continuity of supply of production process and because of satisfaction of requirements of customers. These success factors are completed by corporate culture, which has influence on behaviour of employees and on overall atmosphere in an enterprise.

Table 4: Overview of the key success factors of SMEs – Management of an organization

<table>
<thead>
<tr>
<th>Group</th>
<th>Authors</th>
<th>Factors</th>
<th>Authors</th>
<th>Factors</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>stable suppliers</td>
<td>Blažek et al. (2008)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The last is the group of success factors in the area of financial management (see Table 5). Here, success if influenced especially by a way of financial management of an organization. At a closer look, it is especially used financial resources.

Table 5: Overview of the key success factors of SMEs – Financial management

<table>
<thead>
<tr>
<th>Group</th>
<th>Authors</th>
<th>Factors</th>
<th>Authors</th>
</tr>
</thead>
</table>

Thus, it is possible to include some of the success factors into more groups. Groups of factors are intersected and they complement each other. It was decided about the above mentioned division based on long-term study of professional resources.
3. Methodology and Data

In order to identify key success factors of SMEs, an analysis followed by a synthesis of secondary and primary data was carried out. The secondary data were acquired by study of professional domestic and foreign resources, monographs as well as professional articles and research published in professional journals. The main objective of the analysis of the secondary resources was to define key factors of an internal environment, which determine success of SMEs. Based on knowledge of the secondary analysis seven hypotheses were stated (see the chapter Results).

The next step was realization of a quantitative questionnaire survey. Acquired primary data served to verification of the stated hypotheses and to verification of the chosen factors of success and their specifics.

The primary survey was conducted using a structured questionnaire. The questionnaire was created by identification questions related to an organization, human resources, an area of technical processes and technologies, an area of marketing and by several additional questions. At the end of the questionnaire, respondents evaluated a level of achieved success during acting at the market. The question is important for the following analysis of data in pivot tables (similarly as in foreign research, e.g. Philip, 2010; Indarti and Langenberg, 2004). In the analysis of dependence, achieved success acts as a dependent variable, other chosen variables of the questionnaire survey are then independent variables.

Firstly, it was necessary to carry out pre-research. Data collection was performed by an electronic questionnaire which was sent to 6,236 SMEs of processing industry, the same way as it was during the pre-research. The final collection of data was carried out from April to September 2014. Before sending the electronic questionnaire, it was necessary to create a database of subjects to be approached. A targeted selection was carried out, and it was limited by availability of addresses of subjects. Requirements for respondents were following: Size perspective – small and medium-sized enterprises according to quantity of employees, quantity of employees 10–249; Sector perspective – enterprises from the section C Processing industry according to the classification CZ-NACE; Territorial perspective – enterprises with a residence in the Czech Republic; Ownership perspective – an owner, owners or majority owners come from the Czech Republic.

The specific chosen characteristics of respondents who completed the questionnaire is following: the group with 10 to 49 employees created 60.2% of respondents and the group with 50 to 249 employees created 39.8% of respondents. The selection of surveyed enterprises was not limited by their legal form. The most of the respondents, 71.2%, operate at the market as limited liability companies. According to representation, they were followed by public limited companies with the share of 14.4%. Legal persons were represented by 8.5% and cooperatives by 5.9%. The survey was carried out among enterprises of the processing industry. The highest representation of 33.1% was by enterprises of the engineering industry. It was followed by enterprises dealing with production of food products and beverages, i.e. 17.8% of respondents. 13.6% of respondents deal with production of electric appliances, followed by enterprises producing textile, clothing and footwear with the share of 11.0%. The smallest group of respondents, 2.5% deals with production of pharmaceutical products and preparations. 22.0% of respondents deal with different production within the processing industry.

From the quantity of 267 completed questionnaires, 118 of correctly completed questionnaires were obtained after clearing. After coding of answers, data were processed in the statistical software Statistica 12 from the company StatSoft CR, s. r. o.
In order to have an overview about obtained values of individual variables, sorting of the I. level was carried out. It was followed by the II. level of data sorting. By testing of all seven hypotheses, dependency of data in pivot tables was verified by usage of the Pearson’s chi-square test of independence. The level of significance $\alpha = 0.05$ was set for the testing. For measuring the power of relations in pivot tables, the Pearson’s contingency coefficient and Cramer’s coefficient were used. Based on these contingency coefficients it is possible to say how intensive dependency is. The result of the analysis of primary data is the verification of selected success factors and their specifics.

4. Results

The quantitative survey served to verification of chosen success factors, stated in the overview (Table 1, Table 2, Table 3, Table 4, Table 5) in an environment of Czech SMEs of processing industry, especially to the analysis of specifics of chosen success factors. The selected results of the survey are following.

The number of employees who terminate employment is less than 2% of the total quantity during a year for 67.8% respondents. For 29.7% of respondents, the level of fluctuation of employees is 2 to 10% from the total quantity during a year. Only 2.5% of respondents report fluctuation of employees higher than 10% from the total quantity of employees during a year. The hypothesis about fluctuation of employees in an enterprise was stated.

$H_0$: The level of fluctuation of employees has no influence on success of SMEs at the domestic market.

$H_1$: The level of fluctuation of employees has influence on success of SMEs on the domestic market.

During the testing of relationship between the level of fluctuation of employees and success of SMEs (chi-square = 1.862414, degree of freedom = 2) the p-value was calculated as 0.39408, which means at the set level of importance, that we do not reject the null hypothesis. We assume, according to the results, that there does not exist any dependency between fluctuation of employees and success of SMEs at the domestic market.

In order to motivate and influence satisfaction of employees, enterprises can use employee benefits. Within the quantitative survey there is a positive finding, that only 3.4% of respondents does not provide any benefits to their employees. 20.3% of respondents provide employees with 1 to 3 benefits, 32.2% of respondents provide 4 to 6 benefits and 37.3% of respondents provide 7 to 10 benefits. Then, 6.8% of respondents provide 11 to 13 benefits to their employees. There is a positive finding, that the majority of respondents provide 4 and more different employee benefits, despite some of the benefits are not designed for all employees of an enterprise. In relation to providing employee benefits as a form of motivation, the hypothesis was set.

$H_0$: Providing of employee benefits has no influence on success of SMEs at the domestic market.

$H_1$: Providing of employee benefits has influence on success of SMEs at the domestic market.

During the testing of relationship between providing of employee benefits and success of SMEs (chi-square = 12.57844, degree of freedom = 4), the p-value 0.01353 was calculated, which means that at the set level of significance $\alpha = 0.05$ we reject the null hypothesis. According to the conducted research, there is dependency between providing

---

**Note:** The text above is a continuation of the provided snippet. It appears to be a part of a larger document discussing the analysis of success factors in SMEs and their relationship with various variables such as fluctuation of employees and provision of employee benefits. The document employs statistical testing to verify hypotheses about these factors' influence on SME success. It concludes with the summary of significant findings.
of employee benefits and success of SMEs at the domestic market. By the Pearson’s contingency coefficient and Crammer’s contingency coefficient the power of dependency was calculated. Based on the calculated values, where \( P = 0.3103685 \) and \( C = 0.3264919 \), it is possible to deduce that there is moderate dependency between providing of employee benefits and success of SMEs acting at the domestic market.

Employees can increase the qualifications themselves, or within the enterprise. Based on the questionnaire survey, it is obvious that 15.3% of enterprises do not educate their employees continuously. 2.5% of enterprises educate their employees only in accordance with statutory requirements and 10.2% of enterprises educate their employees only when it is necessary. Frequency of employees’ education was also investigated in the questionnaire. 37.3% of enterprises educate their employees annually, 16.1% twice a year and 18.6% three or more times a year. Based on the knowledge that (continuous) education of employees has an impact on the success of SMEs, hypothesis was created.

\[ H_0: \] Continuous education of employees does not affect SME’s success in the domestic market.

\[ H_1: \] Continuous education of employees affects SME’s success in the domestic market.

Based on hypothesis testing of relationship between the education of employees and SME’s success in the domestic market, \( p \)-value of 0.49040 was calculated (chi-square = 5.426337, sv = 6). Due to the significance level \( \alpha = 0.05 \), null hypothesis cannot be rejected. According to the findings of the survey we assume that there is no dependence between the education of employees and the success of SMEs in the domestic market.

Results of the survey among manufacturing enterprises demonstrated that 2.5% of them evaluate their technical level as excellent and 16.1% as a very good. The biggest part of enterprises (37.3%) considers their technical level as well and 33.9% of enterprises as sufficient. As inadequate assessed the technical level of production equipment 10.2% of enterprises. Based on the importance of the factor, next hypothesis was created.

\[ H_0: \] Technical level of production equipment does not affect SME’s success in the domestic market.

\[ H_1: \] Technical level of production equipment affects SME’s success in the domestic market.

Based on hypothesis testing of relationship between the technical level of production equipment and SME’s success in the domestic market, \( p \)-value of 0.00016 was calculated (chi-square = 22.50147, sv = 4). It means that null hypothesis can be rejected and we assume that technical level of production equipment can impact SME’s success in the domestic market. Based on calculated values of Pearson’s and Crammer’s coefficient of contingency (\( P = 0.4001889 \) a \( C = 0.4366812 \)) it is noticeable that there exists moderate correlation between technical level of production equipment and SME’s success in the domestic market. These results have been also confirmed by international researches.

According to obtained data, research and development is carried out by 61.9% of SMEs. The largest part of these enterprises is then focused on a product quality improving (50.8% of them). Others are focused on productivity improvement (21.2% of them) or product innovation (15.3% of them). Next hypothesis was created.

\[ H_0: \] Conducting of research and development does not affect SME’s success in the domestic market.

\[ H_1: \] Conducting of research and development affects SME’s success in the domestic market.

Based on hypothesis testing of relationship between the technical level of production equipment and SME’s success in the domestic market, \( p \)-value of 0.00554 was calculated (chi-square = 7.694857, sv = 1). At the significance level \( \alpha = 0.05 \), null hypothesis can be
rejected. Based on the calculated values of Pearson’s coefficient of contingency ($P = 0.2474238$) it is noticeable the weak correlation between the conduction of research and development and SME’s success in the domestic market.

Results of our research show that the most often used method of communication is advertising on the internet (59.3% of enterprises). This is largely related to the low cost of this type of promotion. Other method of communication is direct marketing (41.5% of enterprises) followed by print advertising (34.6% of enterprises) and television advertising (3.4% of enterprises). The results correspond with the size of costs, necessary to make a specific promotion tool. Relationship between promotion and SME’s success has been hypothesised.

$H_0$: Using the tools of marketing communication does not affect SME’s success in the domestic market.

$H_1$: Using the tools of marketing communication affects SME’s success in the domestic market.

Based on hypothesis testing of relationship between the number of tools used in the promotion and SME’s success in the domestic market, p-value of 0.64185 was calculated (chi-square = 1.677917, sv = 3). Due to the significance level $\alpha = 0.05$, null hypothesis cannot be rejected. According to the findings of the survey we assume that there is no dependence between number of tools used in the promotion and SME’s success in the domestic market.

Considering product pricing, most of the subjects (62.7% of enterprises) using cost method. 16.1% of enterprises set prices based on the prices of competitors’ products. 12.7% of enterprises set prices according to the marketing objectives (maximizing turnover, current income, current profit, or just survival) and 5.9% of enterprises set prices according to demand. The remaining enterprises (2.5%) use an individual approach and a combination of different approaches. Based on the importance of the factor, next hypothesis was created.

$H_0$: Methods used for product pricing does not affect SME’s success in the domestic market.

$H_1$: Methods used for product pricing affect SME’s success in the domestic market.

Based on hypothesis testing of relationship between the method of product pricing and SME’s success in the domestic market, p-value of 0.09369 was calculated (chi-square = 7.942886, sv = 4). It means that we cannot reject the null hypothesis. According to the findings of the survey we assume that there is no dependence between pricing method of enterprise products and its success in the domestic market.

5. Discussion

Although the issue of SME’s success is a relatively frequent topic, it was difficult to obtain the data needed to identify the key success factors. Because especially foreign authors deal with this theme, results of the paper are mainly based on foreign secondary data.

Based on the primary survey among SMEs, it was found that critical business activities (such as marketing activities and human resources management) are not adequately supported by employees in more than half of enterprises. Nevertheless, enterprises reported low rates of employees turnover, put the emphasis on continuous education of employees. These enterprises also very often use financial and non-financial motives when it was found that these motives affect success of these enterprises. This result is
consistent with the findings of foreign authors (e.g. Charney and Libecap, 2000; Al-Mahrouq, 2010).

It was found that production equipment is another important element of manufacturing enterprise. Especially technological and technical level influences SMEs’ success. These findings are consistent with the results of international studies (Indarti and Langenberg, 2004; Al-Mahrouq, 2010; Ratnaningsih et al., 2010).

More than half of enterprises are (beyond mere production) also engaged in research and development especially in the area of quality improvement. Also in this case was found dependence between performing research and development in the enterprise and its success in the market. The same results were identified by foreign experts (Al-Mahrouqi, 2010; Ratnaningsih et al., 2010).

It should be noticed that primary data collection was limited by the lack of readiness of surveyed SMEs. Moreover it was completely anonymous survey. Another limitation is the possible influence of personality and the subjective perception of the person who filled out the questionnaire. However, data served to form judgments about Czech SMEs and knowledge of the specifics of selected success factors.

Moreover the success is not determined by the internal factors only, but external factors could be very important. This paper is focused on internal nonfinancial factors. The other attributes should be have used in next research.

6. Conclusion

The paper presents partial results of research focused on the success of SMEs. Key success factors of SMEs were identified based on the secondary research and the primary survey conducted among Czech SMEs of manufacturing industry. Success factors were thematically divided into five groups: human resources, marketing, production, management of an organization and financial management. Employees (their skills, experience, education, turnover, qualification and motivation) and entrepreneurs (their education and work experience) were identified as key factors within the group of human resources. Strategy and vision (pricing, flexibility, quality, customer service, additional services, and subscribers) are key success factors within the group of marketing. Within the group of production four key factors were identified. These are technology, innovation, research and development. Firm’s management is other key group for success of SMEs; especially organizational structure of SMEs, style and efficiency of management, stable suppliers and corporate culture. Within the last group were as key factors identified method of financial management and resources used in business.

The next part of the article was focused on verification of expressed hypotheses. There were identified dependences within the testing. It was found that there exists dependence between providing employees’ benefits and success of SME. There exists also dependence between technological and technical level of the production equipment and the success of the enterprise. As the last was identified that success of the SME affects, whether the enterprise conducts research and development.

Obtained data (primary and secondary) are important for further research activities focused on the success of SMEs. Key factors of SME’s success will be also used for creation of a model evaluating SMEs, which will be used as a support tool for management of the SME. This model will meet the requirement of easy application and unpretentious knowledge, experiences and resources. The main benefit of the model will be an identification of SME’s weaknesses.
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Abstract

Extension of working life in relation to the demographic development belongs to the most import issues the European nations face today. The objective of this paper, which is based upon work from ISCH COST Action IS1409 Gender and health impacts of policies extending working life in western countries, supported by COST (European Cooperation in Science and Technology), is to analyse individual psychological factors of late workers influencing their preference to leave the labour market. The research sample is based on the data of the Survey of Health, Ageing and Retirement in Europe (wave 6), using the variables of data package Employment-Pension (containing data on self-reported aspect of work perception as job satisfaction, recognition for work, health limits, etc.) for the group of economically active persons. The research focuses on 2 countries: Sweden (N=942) and Czech Republic (N=880) as these countries are symbolically located in geographically distant and culturally different areas of the EU, however, being similar in terms of the population size. The combination of non-parametric statistical tests and logit models is used for each nation, using the variables for the gender differences. The results show that Sweden exhibits only moderate gender differences as regards the subjective work perceptions in relation to the extension of working life. Late workers in the Czech Republic exhibit a relatively wide spectrum of factors influencing the extension of working life. The results
bring suggestions on the existence of cross-cultural differences as well as information for the EU policy-makers within the framework of labour market and working life extension. Keywords: working life extension, gender and cross-national differences, ageing, retirement, labour and retirement policies
JEL Code: J26, J28

1. Introduction

People today can look forward to more years of retirement than ever before (Adams and Rau, 2011). Many retirees choose to keep certain levels of work engagement after retirement and such workforce participation has been found to be beneficial to retirees’ physical health and psychological well-being (Kim and Feldman, 2000; Zhan et al., 2009).

As an increasing proportion of married and working women are reaching retirement, it is important to understand couples’ transitions to retirement. Several studies have revealed that retirement is a joint decision of husbands and wives, suggesting that couples coordinate their retirement dates (e.g., Hurd, 1990; Gustman and Steinmeier, 2000; Zweimüller et al. 1996; Blöndal and Scarpetta, 1999; Hospido and Zamarro, 2014).

Decision-making in the work/retirement transition will be influenced by the degree of control which individuals have over key events affecting their lives. Researchers contrast those with total choice and control to those with virtually no choice at all (Arthur, 2003; Barnes et al., 2004).

Family circumstances may be relevant for some, notably those with responsibilities for caring for a spouse or parent (Mooney and Statham, 2002; Phillips et al., 2002).

Women in their 50s are viewed by Mooney and Statham (2002) as a ‘pivot’ generation, switching between care and work roles.

Women’s labour market participation is further jeopardized by their husbands’ long hours: when husbands work more than 60 hours per week, the probability of giving up work is significantly increased for mothers in professional roles—although the probability of a man leaving work is not significantly affected by his wife’s working hours (Cha, 2010). A further consequence of women leaving the workforce is that more men acquire the domestic partner they need in order to perform as an ideal worker, dedicating themselves to work without domestic interference (Merilainen et al., 2004; Stier and Lewin-Epstein, 2000; Stone, 2007).

Cultural and societal norms portray men as more active, assertive, independent, and achievement-orientated, whereas women are more communal, friendly, unselfish, interdependent, expressive, and relationship-oriented (Eagly and Mladinic, 1989). These pre-defined gender roles, which stem from masculine and feminine stereotypes, support the traditional gendered division of labour where there is ‘women’s work’ – in the form of unpaid labour – inside the household and paid ‘men’s work’ outside. Further, because strong cultural norms influence gender roles, men and women then internalize these roles and integrate them into their identities (Kidder, 2002; Wood and Eagly, 2012). Also, regional disparities influence the approach to the employment in seniors age (Špiríková et al., 2015).

Gender differences may be observed in relation to changes in the life span: for example, when women have the main responsibilities in raising a family; priorities may change when taking a career break, working part-time or experiencing conflict between family and work roles (Greenhaus and Beutell, 1985; Rašticová, Kolářová, 2015). For example,
men place more importance on achievement (e.g. Kanfer and Ackerman, 2000; Warr, 2008), power (Page and Baron, 1995), the opportunity to use initiative, a responsible job, and good chances of promotion, while women value more pleasant people to work with, good hours, and meeting people (Warr, 2008).

Financial factors are likely to be a key factor in the above finding. Price and Ginn (2003) concluded from their analysis of the General Household Survey (GHS) data that most married women (in Britain) are dependent on either their husband or the state for pension provision, whereas most men, once married, participate in additional pension schemes as part of their ‘breadwinning’ role. They conclude that most working age women risk individual poverty in retirement through being unable to pay additional contributions into a personal or occupational pension scheme.

2. Methodology and Data

In line with literature on factors influencing the extension of working life, and on gender and cross-cultural differences, the research question is formulated as follows:

Which subjective factors of late workers (as defined in the work-package EU Share, w6) generate gender differences with respect to the population of late workers in Czech Republic, Sweden in terms of a decision to leave early the labour market (defined by the variable Look for early retirement).

The research is based on data from the SHARE database (Survey of Health, Ageing and Retirement in Europe). SHARE is a multidisciplinary international database containing microdata about health, socio-economic situation, social and family network of respondents over 50 years old. SHARE now covers 26 European Union countries, Switzerland and Israel. The Czech Republic has been involved in the investigation periodically since the second wave of the investigation since 2006. In this research the data are used from the most recent wave, number 6 (Börsch-Supan, 2017).

The data are used from the Employment-Pension package, containing data on self-reported aspects of the perception of labour conditions such as job satisfaction, recognition for work, adequacy of salary, etc., defined by the five-point Likert scale. As a dependent variable is used the Looking for early retirement binary variable, with yes or no options. This variable is highly convenient as the responses are equally distributed.

The group of economically active persons is used. The research focuses on 2 countries: Sweden (N=942) and Czech Republic (N=880) as these countries are symbolically located in geographically distant and culturally different areas of the EU being, however similar in terms of the population size. A combination of non-parametric statistical tests and logit models is used for each nation, using dummy variables for the gender differences. The analysis is complemented by three-dimensional graphical analysis, which makes it possible to reveal more complex relations between the variables. The data for both countries are shown in the following table (Tab. 1).
Table 1: Description of the variable *Looking for early retirement*

<table>
<thead>
<tr>
<th>Look for early retirement</th>
<th>Czech Republic</th>
<th>Sweden</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq.</td>
<td>%</td>
</tr>
<tr>
<td>No</td>
<td>452</td>
<td>51.4</td>
</tr>
<tr>
<td>Yes</td>
<td>428</td>
<td>48.6</td>
</tr>
<tr>
<td>Total</td>
<td>880</td>
<td>100</td>
</tr>
</tbody>
</table>

Czech Republic: No = 452, 51.4%; Yes = 428, 48.6%
Sweden: No = 633, 61.1%; Yes = 403, 38.9%

Source: authors’ calculations, based on EU Share, wave 6, Börsch-Supan (2017)

As dependent variables is used the set of variables of the Employment-Pension data package (wave 6), describing various aspects of relation to work. Variables are self-reported, using the Likert scale (1 – strongly agree, 4 – strongly disagree). The data are collected by the trained interviewer, using exact scenario for questioning. Dependent variables are shown in the following table (Tab. 2).

Table 2: Description of dependent variables

<table>
<thead>
<tr>
<th>Czech Republic</th>
<th>Sweden</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>1 Satisfied with (main) job</td>
<td>1.8</td>
</tr>
<tr>
<td>2 (Main) job physically demanding</td>
<td>2.53</td>
</tr>
<tr>
<td>3 Time pressure due to a heavy workload in (main) job</td>
<td>2.42</td>
</tr>
<tr>
<td>4 Little freedom to decide how I do my work in (main) job</td>
<td>2.75</td>
</tr>
<tr>
<td>5 Opportunity to develop new skills in (main) job</td>
<td>2.12</td>
</tr>
<tr>
<td>6 Receive support in difficult situations in (main) job</td>
<td>2.13</td>
</tr>
<tr>
<td>7 Receive recognition for work in (main) job</td>
<td>2.29</td>
</tr>
<tr>
<td>8 Salary or earnings are adequate in (main) job</td>
<td>2.5</td>
</tr>
<tr>
<td>9 Poor prospects for (main) job advancement</td>
<td>1.93</td>
</tr>
<tr>
<td>10 Poor (main) job security</td>
<td>2.7</td>
</tr>
<tr>
<td>11 Afraid health limits ability to work before regular retirement in (main) job</td>
<td>3.93</td>
</tr>
</tbody>
</table>

Source: authors’ calculations, based on EU Share, wave 6, Börsch-Supan (2017)

Owing to the characteristics of the dependent variable (binary), the logit model is used enabling to reveal the significance of the given variables. Dummy variables are used for males and females, so that we could identify the gender specific differences.

The combination of non-parametric statistical tests and logit models is used for each nation, using the dummy variables for the gender differences. A separate model for each country is provided.
3. Results

Following the descriptive analyses, a logit model is developed first for the Czech Republic and later for Sweden. All factors were tested separately for men and women. The table below (tab. 3) brings the differences and similarities between men and women in terms of the variable: Looking for early retirement.

While these variables influence seeking early retirement for both men and women: job satisfaction (the more satisfied a senior is the less early retirement is sought), fear of health limits (the more afraid of health limits a senior is the more retirement is sought), physically demanding job (the more physically demanding a senior’s job is the more retirement is sought), these variables are significant only for male seniors: salary adequate (the more the men perceive their salary as adequate the less they are ready for early retirement) and time pressure and stress (the more the men feel time pressure and stress in their jobs the less they are ready for early retirement). Regarding female seniors, these factors are relevant: support received (the more support women receive in their jobs, the less they seek early retirement), new skills development (the more development of new skills provided in their jobs, the less retirement is sought by women), little freedom to decide (if women perceive little freedom to decide, they seek early retirement).

3.1. Analysis of the Czech Republic

Table 3: Binary logit model, dependent variable Looking for early retirement, country Czech Republic, all economically active, dummy variables separately for males and females, independent variables are sorted according to the regression coefficients, all listed variables are statistically significant (p < 0.05), insignificant variables are excluded. Parameters of the model: Negelkerke R² = 0.23

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-1.08</td>
<td>0.79</td>
<td>1.87</td>
<td>1.0</td>
<td>0.17</td>
<td>0.34</td>
</tr>
<tr>
<td><strong>Aspects with similar importance for both</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job satisfaction MAL</td>
<td>0.79</td>
<td>0.26</td>
<td>9.44</td>
<td>1.0</td>
<td>0.00</td>
<td>2.20</td>
</tr>
<tr>
<td>Job satisfaction FEM</td>
<td>0.65</td>
<td>0.22</td>
<td>8.46</td>
<td>1.0</td>
<td>0.00</td>
<td>1.91</td>
</tr>
<tr>
<td>Afraid of health limits FEM</td>
<td>-0.17</td>
<td>0.07</td>
<td>6.37</td>
<td>1.0</td>
<td>0.01</td>
<td>0.85</td>
</tr>
<tr>
<td>Afraid of health limits MAL</td>
<td>-0.21</td>
<td>0.07</td>
<td>8.94</td>
<td>1.0</td>
<td>0.00</td>
<td>0.81</td>
</tr>
<tr>
<td>Physically demanding job FEM</td>
<td>-0.33</td>
<td>0.13</td>
<td>6.18</td>
<td>1.0</td>
<td>0.01</td>
<td>0.72</td>
</tr>
<tr>
<td>Physically demanding MAL</td>
<td>-0.39</td>
<td>0.14</td>
<td>7.41</td>
<td>1.0</td>
<td>0.01</td>
<td>0.68</td>
</tr>
<tr>
<td><strong>Differences for males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Salary adequate MAL</td>
<td>0.68</td>
<td>0.20</td>
<td>12.28</td>
<td>1.0</td>
<td>0.00</td>
<td>1.98</td>
</tr>
<tr>
<td>Time pressure stress MAL</td>
<td>0.37</td>
<td>0.16</td>
<td>5.18</td>
<td>1.0</td>
<td>0.02</td>
<td>1.45</td>
</tr>
<tr>
<td><strong>Differences for females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Support received FEM</td>
<td>0.44</td>
<td>0.21</td>
<td>4.50</td>
<td>1.0</td>
<td>0.03</td>
<td>1.56</td>
</tr>
<tr>
<td>New skills development FEM</td>
<td>0.41</td>
<td>0.18</td>
<td>5.01</td>
<td>1.0</td>
<td>0.03</td>
<td>1.51</td>
</tr>
<tr>
<td>Little freedom to decide FEM</td>
<td>-0.30</td>
<td>0.15</td>
<td>4.22</td>
<td>1.0</td>
<td>0.04</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Source: authors’ calculations, based on EU Share, wave 6, Börsch-Supan (2017)
3.2. Analysis of Sweden

The table below (tab. 4) brings the differences and similarities between men and women in terms of the variable: Looking for early retirement in Sweden.

While these variables influence the seeking of early retirement for both Swedish men and Swedish women: job satisfaction (the more satisfied a senior is the less early retirement is sought), fear of health limits (the more afraid of health limits a senior is the more retirement is sought), these variables are significant only for male seniors: new skills development (the more development of new skills provided in their jobs, the less retirement is sought by women), support receive (the more support Swedish men receive in their jobs, the early retirement is sought). For Swedish female seniors, based on the SHARE data, there was not found any specific factors influencing their decision regarding early retirement.

Table 4: Logit model, dependent variable Looking for early retirement, country Sweden, all economically active, dummy variables separately for males and females, independent variables are sorted according to the regression coefficients, all listed variables are statistically significant (p < 0.05), insignificant variables are excluded. Parameters of the model: Negelkerke R²= 0.19

<table>
<thead>
<tr>
<th>Aspect</th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Constant</strong></td>
<td>-0.85</td>
<td>0.69</td>
<td>1.52</td>
<td>1</td>
<td>0.22</td>
<td>0.43</td>
</tr>
<tr>
<td><strong>Aspects with similar importance for both</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Job satisfaction FEM</td>
<td>0.70</td>
<td>0.17</td>
<td>16.37</td>
<td>1</td>
<td>0.00</td>
<td>2.01</td>
</tr>
<tr>
<td>Job satisfaction MAL</td>
<td>0.59</td>
<td>0.20</td>
<td>8.56</td>
<td>1</td>
<td>0.00</td>
<td>1.80</td>
</tr>
<tr>
<td>Afraid of health limits FEM</td>
<td>-0.18</td>
<td>0.06</td>
<td>9.28</td>
<td>1</td>
<td>0.00</td>
<td>0.84</td>
</tr>
<tr>
<td>Afraid of health limits MAL</td>
<td>-0.20</td>
<td>0.08</td>
<td>6.49</td>
<td>1</td>
<td>0.01</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>Differences for males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New skills development MAL</td>
<td>0.30</td>
<td>0.14</td>
<td>4.37</td>
<td>1</td>
<td>0.04</td>
<td>1.34</td>
</tr>
<tr>
<td>Support receive MAL</td>
<td>-0.33</td>
<td>0.17</td>
<td>3.99</td>
<td>1</td>
<td>0.05</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Differences for females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>no aspects with statistical significance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: authors’ calculations, based on EU Share, wave 6, Börsch-Supan (2017)

4. Discussion

This brief analysis brings intriguing results regarding the differences between men and women in two different countries, Czech and Sweden, in terms of their expectation, readiness for and seeking of retirement. Unfortunately, the page limit of this conference paper does not allow us to provide and present a more detailed analysis of the issues in question regarding the retirement timing in these two countries. Still such problems are worth a deep and thorough research.

However, the results are promising in many aspects as they reveal differences between countries as well as between the genders of seniors.

The limits of this paper are particularly caused by the missing values in the SHARE database for the Czech Republic and for Sweden and by the limitations of quantitative approach, which does not allow us to interpret the results and understand them in a broader context. That is one of the reasons (the other reason being the heterogeneity of seniors) why we strongly recommend the application of a qualitative or mixed-method
approach when focusing on the issues of early retirement and retirement timing in general. In addition, the specific cultural background and the policies regarding extended working lives as applied to each country has to be taken into consideration.

5. Conclusion

The present paper brings preliminary results focusing on the extension of working lives, especially on the gender aspect of retirement timing in the Czech Republic and Sweden. The quantitative analysis was based on the SHARE data from the Czech Republic and Sweden of the wave 6.

The results suggest that there might be universal factors influencing the retirement timing for men, women from different countries: job satisfaction and fear of health limitations that influences the seeking of early retirement. However, according to the results, gender and country matter if we focus on other factors such as support received and new skills development. Even though, based on these results these issues can be hardly be explained and interpreted in sufficiently, we believe that presenting these results will motivate researchers in focusing on gender and country specifics when dealing with retirement timing. The research also helps formulate hypotheses and future directions of the research on antecedents and moderators of retirement timing.
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Abstract

People used to think that graduates in management and economics are usually looking for jobs only in the enterprise sector. The authors assumed that there is a group of such students who plan to start a career in the public or social sector too. The authors' interest is the preferences regarding the choices of future jobs specially in the sector of social enterprises and non-governmental organizations. The article presents the shape of the labour market in that respect in Poland, and also examines whether future graduates in management and economics seeks for opportunities for the development of their professional career in the social sector and whether they have any knowledge about it. For this purpose, a research was carried out. Students from the Faculty of Management and the Faculty of Economics and Sociology at the University of Lodz, Poland were surveyed. Authors examined students' preferences revealing during an assessment of a future employer and their entrepreneurial traits with emphasis on a level of knowledge and awareness about the social sector. The research revealed that only very small fraction of students plan to work in social sector and their knowledge about the sector is relatively very weak.
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1. Introduction

The labour market is constantly changing. In the past significant shifts in employment were observed eg. lessen the amount of employment in agriculture, migration of workers from industrial to service sector (see for example: Bielik and Rajčániová, 2008 or Batóg and Batóg, 2001). Nowadays we face the beginning of another revolution in employment: AI and robots will replace people from many occupations leaving them alternative to stay outside the labour market or gain new abilities that allow to find different jobs. According
to analysts from the McKinsey Institute, as many as 7.5 million jobs in Poland today can be potentially replaced by robots and algorithms, which is about 45% of all jobs on a labour market (Ratajczak, 2017). There are potentially many options to utilize that already exist and there will probably be developed also new non-existing yet jobs of the future. This will create challenges both to public policies of future societies as well as for individuals and their occupational choices. Three main trends generating jobs in the near future: higher health and education spending thanks to rising incomes and higher spending, healthcare and related jobs because of aging of populations and jobs related to developing and deploying new technologies (Manyika et al., 2017 and MGI, 2017, p. 6–7). It means that one of existing possibility is to turn people’s attention to the non-profit and social economy sectors: non-governmental organizations and social enterprises, especially those that deal with health problems and elderly people. In the paper authors decide to examine wheat-ear students of management and economics consider their future jobs in these sectors.

2. Labour market in Poland and employment in a social economy sector

This chapter will shortly present the labour market in Poland and then the role of the social sector as a source of jobs. The organizations of the social sector in Poland will be described and the employment in this sector will be presented.

2.1. Labour market in Poland

Poland is one of the fastest developing EU countries, with gross value added in national economy in 2017 increased by 4.3%. According to Table 1, recent years have witnessed a gradual rise in the number of employed persons in the enterprise sector and, simultaneously, increase in nominal wages and salaries, which has had a beneficial effect on the unemployment rate indicator.

<table>
<thead>
<tr>
<th></th>
<th>2010</th>
<th>2012</th>
<th>2014</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment in national economy (thousand people)</td>
<td>14107</td>
<td>14172</td>
<td>14563</td>
<td>15293</td>
<td>15720</td>
</tr>
<tr>
<td>Paid employment in the enterprise sector (thousand people) (1)</td>
<td>5373</td>
<td>5549</td>
<td>5529</td>
<td>5760</td>
<td>6017</td>
</tr>
<tr>
<td>Unemployment rate (%)</td>
<td>12.40</td>
<td>13.40</td>
<td>11.40</td>
<td>8.20</td>
<td>6.60</td>
</tr>
</tbody>
</table>

(1) Data concern economic entities employing more than 9 persons.
Source: GUS, 2018c.

One of the characteristics of the labour market in Poland is the structural mismatch which is the result of the relatively low labour mobility and spatial concentration of unemployment. Although the scale of this phenomenon was much smaller than in previous years (GUS, 2017b, p. 93).
2.2. Employment in social economy sector

2.2.1. Social economy organizations

Social economy can be understood as “a tool of economic mobilization and social neglected communities/areas” and the formula of “increasing the participation of their members/residents in the exchange of economic and public life” (Kaźmierczak and Rymsza, 2007, p. 11). Social economy is a part of economy. What distinguishes it from the traditional understanding of business is the fact that besides economic goals, attention is also paid to social objectives, including the re-entering of the labour market or the entry into the labour market of people with risk of social exclusion. As the statistics show, the market for social economy is “2 million social economy enterprises in Europe, representing 10% of all businesses in the EU. More than 11 million people – about 6% of the EU’s employees – work for social economy enterprises” (EC, 2018). Organizations in the framework of social entrepreneurship can have a different legal form and lead diverse economic activities. In this regard, there may also be differences between the economies of particular countries. Despite this differences the European Research Network (EMES) proposed its own, more universal, definition of social enterprise (for details see for example: ekonomiaspoleczna.pl, 2013; see also: Communication from the Commission to the European Parliament ..., 2011).

Social enterprises and other entities in the social economy like typical companies face the problems and calls that are characteristic of a competitive market. What is added value is the creation of jobs for people who would normally not have a chance to become active. On the one hand, social enterprises are firmly rooted in the non-governmental sector, basing themselves on the core of their work in carrying out the social mission and addressing the specific problems faced by modern societies. What is more, e.g. in Poland, non-governmental organizations conducting business activity are qualified also as social economy entities. On the other hand, in order to multiply profits, social enterprises have to use actions typical for profit-oriented organizations such as strategy, promotion, customer acquisition and retention, innovation, etc. The specificity of social economy entities also includes reinvesting profits. Here the priority is again social activity and investment in the development of workers and communities, which distinguishes these organizations from traditional business.

Organizations of social economy in Poland include: associations and foundations conducting economic activity or charity activities, economic self-government organizations, cooperatives (including cooperatives of invalids), social cooperatives, mutual insurance companies and other reciprocal organizations, and other forms in which social entrepreneurship can be realized, including traditional forms of doing business, e.g. some limited liability companies.

2.2.2. Employment in non-profit organizations and social enterprise

Information on employment in non-profit sector organizations describes: active associations and similar social organizations, foundations, faith-based charities, economic and professional self-government as well as employers’ organizations.

Based on the data from Table 2, a steady increase in the number of employees in the presented period can be observed. For approximately 85% of those employed in these organizations, this is the main place of work (this figure is maintained at this level more or less for the analyzed period of time). The high percentage of women (73.9% women in
2016) is noteworthy. In the same year, people with certified disability accounted for 6.4% of employees in described organizations.

Table 2: Employment in non-profit organizations based on employment contracts [thousand people].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Employment</td>
<td>132.5</td>
<td>147.0</td>
<td>150.4</td>
<td>162.4</td>
</tr>
<tr>
<td>Women</td>
<td>93.8</td>
<td>105.7</td>
<td>109.2</td>
<td>120.1</td>
</tr>
</tbody>
</table>


The number of people employed in the sector is associated also with other people that work for these organizations on basis of so called civil law contracts – there were over 400 thousand of persons in 2016 (GUSa and GUS, 2017a). As this is usually part time job it would not be included in the below calculations.

The number of people employed in 2015 in cooperatives (employing up to 10 people) amounted to 210,691 (authors were not able to find comparable data on employment in the cooperative sector for 2016). Estimated employment in all cooperatives is about 300,000 people (and this estimation will be used to farther calculations). As the Central Statistical Office research shows, employment in this sector has been falling in recent years (GUS, 2018b). When one take into account only social cooperatives 4.2 thousand people were employed under a contract of employment in 2016 (including 58% women and 26% people with disabilities) (GUS, 2018d, p. 4).

Based only on the above data, one can assume that employment (employment contracts) in the social sector in Poland is around 462.4 thousand people in 2016 but only 166.6 thousand when including only social cooperatives (these above calculations are confirmed for example by the CIRIEC study: Monzón and Chaves, ʹͲ͹, p. ͸ʹȌ). This is respectively about 3% and 1.09%. But still these numbers shows all contracted even those for whom this is not the main place of work. When referring only to employed in enterprise sector the above numbers are respectively: around 8% and 2.89%.

The 3% of labour market mentioned above shows that this is still not very meaningful sector in terms of number of people employed. But its role will certainly increase. If Poland will continue to develop in the way typical for western economies this sector is about to grow even till 9% as examples of Belgium, France, Luxemburg and Netherlands show (Monzón and Chaves, 2017, p. 62).

3. Methodology and Data

For the purpose of the research a research survey was designed and conducted among students of the 3rd year of bachelor studies and the second year of complementary master studies of business majors at the University of Łódź, Poland. The survey questionnaire was made available in December 2017 in the form of an electronic questionnaire. The survey was completed by 130 respondents and the ratio of filled questionnaires to all that enter a survey page was 38%. In order to achieve the research goal, a standard statistical analysis of results was performed and K-means cluster analysis to assign cases to a fixed number of groups whose characteristics are based on a set of specified variables.
4. Results

The majority of surveyed students associated their professional plans with the business sector (82.9%). As presented in Table 3, 33.8% of respondents would like to work in corporations. The same number would like to be employed in the sector of SMEs. That means that more than 67.8% of students plan to be an employee. Only a relatively small group of people plan to start their own business (13.8%) or take over a family business (1.5%). Only 7.7% of respondents are interested in work in public administration and 0.8% in the higher education sector. Among 6.2% of respondents who responded “other”, there are people who do not have specific plans for the future. Only 2.3% of respondents plan to work in non-governmental organizations. The research also shows that the fact of combining studies and professional work does not significantly affect student career plans.

Table 3: Career plans after finishing studies

<table>
<thead>
<tr>
<th>Category</th>
<th>Frequency</th>
<th>Percent</th>
<th>Cumulative Percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-employed (my own business idea)</td>
<td>18</td>
<td>13.8</td>
<td>13.8</td>
</tr>
<tr>
<td>Own business (family business takeover)</td>
<td>2</td>
<td>1.5</td>
<td>15.4</td>
</tr>
<tr>
<td>Corporation employee</td>
<td>44</td>
<td>33.8</td>
<td>49.2</td>
</tr>
<tr>
<td>SME employee</td>
<td>44</td>
<td>33.8</td>
<td>83.1</td>
</tr>
<tr>
<td>Public administration employee</td>
<td>10</td>
<td>7.7</td>
<td>90.8</td>
</tr>
<tr>
<td>Academic teacher</td>
<td>1</td>
<td>0.8</td>
<td>91.5</td>
</tr>
<tr>
<td>NGO employee</td>
<td>3</td>
<td>2.3</td>
<td>93.8</td>
</tr>
<tr>
<td>Other</td>
<td>8</td>
<td>6.2</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>130</strong></td>
<td><strong>100.0</strong></td>
<td></td>
</tr>
</tbody>
</table>

Source: own elaboration.

The surveyed students were asked about their preferable factors that determine the choice of employer (Table 4).

Table 4: Factors determining the choice of employer (where 1 denotes: totally not important; 7 denotes: very important).

<table>
<thead>
<tr>
<th>No.</th>
<th>Factor</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Distance from the place of residence</td>
<td>4.55</td>
</tr>
<tr>
<td>2</td>
<td>Easy and fast access to the workplace</td>
<td>5.12</td>
</tr>
<tr>
<td>3</td>
<td>Salary</td>
<td>6.19</td>
</tr>
<tr>
<td>4</td>
<td>Social package (fitness card, additional health insurance etc.)</td>
<td>4.50</td>
</tr>
<tr>
<td>5</td>
<td>Company car</td>
<td>3.27</td>
</tr>
<tr>
<td>6</td>
<td>Company mobile</td>
<td>3.20</td>
</tr>
<tr>
<td>7</td>
<td>The atmosphere at work</td>
<td>6.29</td>
</tr>
<tr>
<td>8</td>
<td>A clear division of responsibilities</td>
<td>6.28</td>
</tr>
<tr>
<td>9</td>
<td>Democratic management style</td>
<td>4.92</td>
</tr>
<tr>
<td>10</td>
<td>Organizational values consistent with personal values</td>
<td>5.37</td>
</tr>
<tr>
<td>11</td>
<td>Social projects run by the employer (sponsoring, volunteering etc.)</td>
<td>3.59</td>
</tr>
<tr>
<td>12</td>
<td>Activities for environmental protection</td>
<td>3.62</td>
</tr>
<tr>
<td>13</td>
<td>The image of the employer</td>
<td>5.12</td>
</tr>
<tr>
<td>14</td>
<td>Opinions of other employees</td>
<td>5.41</td>
</tr>
<tr>
<td>15</td>
<td>Opinions of the stakeholders (local community, non-governmental organization etc.)</td>
<td>4.99</td>
</tr>
<tr>
<td>16</td>
<td>Honesty and ethical standards compliance by the employer</td>
<td>6.22</td>
</tr>
</tbody>
</table>

Source: own elaboration.
The factors determining the choice of employer the most frequently chosen by students are as follows: the atmosphere at work, a clear division of responsibilities, honesty and ethical standards compliance by the employer and salary.

In the next question students were asked to declare their entrepreneurship competences (table 5).

Table 5: Entrepreneurship competences (where 1 denotes: I do not have skills in that area; 7 denotes: I do have excellent skills in the area).

<table>
<thead>
<tr>
<th>No.</th>
<th>Factor</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The ability to take risk</td>
<td>4.50</td>
</tr>
<tr>
<td>2</td>
<td>The ability to analyse the market / environment</td>
<td>4.65</td>
</tr>
<tr>
<td>3</td>
<td>Creativity</td>
<td>5.35</td>
</tr>
<tr>
<td>4</td>
<td>The ability to self-improvement</td>
<td>5.54</td>
</tr>
<tr>
<td>5</td>
<td>Negotiation skills</td>
<td>4.63</td>
</tr>
<tr>
<td>6</td>
<td>Leadership skills</td>
<td>4.72</td>
</tr>
<tr>
<td>7</td>
<td>The ability to build a professional network of contacts</td>
<td>4.32</td>
</tr>
<tr>
<td>8</td>
<td>Effective management</td>
<td>4.82</td>
</tr>
<tr>
<td>9</td>
<td>Cooperation with others</td>
<td>5.55</td>
</tr>
<tr>
<td>10</td>
<td>The ability to advise</td>
<td>5.14</td>
</tr>
<tr>
<td>11</td>
<td>The ability to identify others' needs</td>
<td>5.01</td>
</tr>
<tr>
<td>12</td>
<td>Empathy</td>
<td>5.55</td>
</tr>
<tr>
<td>13</td>
<td>The ease of establishing contacts</td>
<td>5.03</td>
</tr>
<tr>
<td>14</td>
<td>Communication skills</td>
<td>5.35</td>
</tr>
<tr>
<td>15</td>
<td>Striving for perfection and continuous improvement of the effects of their actions</td>
<td>5.62</td>
</tr>
</tbody>
</table>

Source: own elaboration.

The winning competences are as follows: striving for perfection and continuous improvement of the effects of their actions, empathy, cooperation with others and the ability to self-improvement, creativity and communication skills. Students generally seem to have a relatively good self-assessment of their competencies and skills.

One the most important question tried to explore whether students possess at least a fragmentary knowledge about the organizations in the social sector (Table 6).

Table 6: Knowledge and awareness about the social sector (where 1 denotes respondent’s opinion the least compliant with the reality; 7 denotes full compliance with reality)

<table>
<thead>
<tr>
<th>No.</th>
<th>Verified element of knowledge on the basis of the following sentences</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>In non-governmental organizations people usually work voluntarily</td>
<td>3.59</td>
</tr>
<tr>
<td>2</td>
<td>Social entrepreneurship is an organization that does not make a profit</td>
<td>4.06</td>
</tr>
<tr>
<td>3</td>
<td>Social enterprises are not competitive with typical business</td>
<td>3.95</td>
</tr>
<tr>
<td>4</td>
<td>Social enterprises are a form of social aid</td>
<td>3.77</td>
</tr>
<tr>
<td>5</td>
<td>In social enterprises usually people at risk of social exclusion work</td>
<td>3.64</td>
</tr>
<tr>
<td>6</td>
<td>Social enterprises do not employ a manager</td>
<td>5.28</td>
</tr>
<tr>
<td>7</td>
<td>Social entrepreneurship combines economic and social goals</td>
<td>4.95</td>
</tr>
</tbody>
</table>

Source: own elaboration.

The average knowledge of responding students on social economy and non-profit sector seems to be relatively bad – almost all means oscillate around the centre of the scale (just right in the middle between compliance and non-compliance of answers with the reality). Only two sentences were recognized by the respondents more accurately: more students know that social enterprises also employ managers and know that social entrepreneurship means combining economic and social goals.

In the next step of the research authors assigned students to 2 clusters whose characteristics were based on two questions on: 1) factors determining the choice of employer
and 2) entrepreneurship competences (revealing clusters separately for these two questions). Next, we checked whether these clusters differ significantly in terms of knowledge and awareness about the social sector. Results are shown in the figure 1 and 2.

Figure 1: Two clusters based on factors determining the choice of employer (legend for the left chart is in Table 4 and for the right chart in Table 6). All factors contribute to separation between clusters (p-value <0.05). Means for the whole group = 0.
Source: own elaboration.

The left chart in Figure 1 presents the surveyed students divided into two clusters based on factors determining the employer’s choice. The first cluster, constituting 47% of respondents, assessed the validity of all employer features below the average. In turn, the cluster 2, representing 53%, validity of all features assessed above the average. The largest differences in the surveyed groups were observed in the scope of the validity of the opinion of stakeholders about the company as well honesty and ethical standards compliance by the employer. In general both clusters seem to have different (completely opposite) ranking of factors that determine the choice of the employer. Cluster 2 is more aware of the fact that social enterprises may be competitive with a typical business and that a manager is employed in social enterprises (the right chart in Figure 1). Cluster 1, usually presenting lower answer about choice of employer, more accurately assessed 5 out of 7 features of social enterprises.

Analysing the assessment of entrepreneurial competences (see Figure 2), one can observe a larger group (cluster 2 – 74% of respondents), which evaluates its entrepreneurial abilities above average and less numerous (26% of respondents) assessing their competences below average. Empathy differs the least in both groups.
Figure 2: Clusters based on entrepreneurship competences (legend for the left chart is in Table 5 and for the right chart in Table 6). All factors contribute to separation between clusters (p-value <0.05). Means for the whole group = 0.
Source: own elaboration.

A group of students assessing their competences above average is characterized by a greater knowledge of the features characterizing social enterprises (6 out of 7 features). The division on cluster in the above figure does not correspond to the division done in the figure 1.
Respondents were also asked about potential factors that could enable them to establish their own social enterprise. The distribution of answers is presented in the Table 7.

Table 7: Factors that could enable establishment of own social enterprise

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>48.4</td>
<td>I would want to help other people</td>
</tr>
<tr>
<td>46.4</td>
<td>I would be able to work with people I like</td>
</tr>
<tr>
<td>43.7</td>
<td>An innovative idea</td>
</tr>
<tr>
<td>41.3</td>
<td>The ability to do things that are important and needed in society</td>
</tr>
<tr>
<td>40.1</td>
<td>I would want to take on new challenges</td>
</tr>
<tr>
<td>31.7</td>
<td>The possibility of receiving support for activities from public funds</td>
</tr>
<tr>
<td>28.6</td>
<td>I would want to check myself in the role of manager of the organization</td>
</tr>
<tr>
<td>27.8</td>
<td>Independence in making decisions</td>
</tr>
<tr>
<td>21.4</td>
<td>Less risk than in a typical business</td>
</tr>
<tr>
<td>15.9</td>
<td>Someone’s help in establishing the organization</td>
</tr>
</tbody>
</table>

Source: own elaboration.

The factors which may encourage business oriented students to set up a social enterprise are mainly: willingness to help other people and society in general. An innovative idea, ability to work with liked people and facing with new challenge could also make students more inclined to establish own social business. Respondents are less interested in risk avoidance and professional help in establishing their own social enterprises.

5. Discussion and Conclusions

The presented research revealed that only 2.3% of students of management and economy faculties in University of Łódź plan to work in non-governmental organizations. This exactly corresponds with the percentage of employment in the social sector in Poland according to the CIRIEC report (Monzón and Chaves, 2017, p. 62) and data presented in the paper. As examples of western European countries show the probable meaning of the social sector (in terms of the labour market share) will continue to grow also in Poland. Even if the interest in the social sector fits to the current needs of the economy in Poland it does not mean that this is a sustainable situation. The probable increase of the social sector share in the labor market in the near and distant future requires the existence of awareness and knowledge about this sector and the opportunities it creates. Unfortunately, the current knowledge of the surveyed students seems insufficient (or at least very low).

When aggregated the factors determining the choice of employer, the students were asked about, present the below picture (Figure 3):
These results are confirmed also by the already existing rare studies on the subject – they show that students when choosing a future employer take into account, first of all, work related factors: the prospects of their own development, training and courses, the amount of proposed earnings and promotion opportunities. Other elements and the involvement of the company in social activities (CSR) are almost at the end of the ranking (see for example: Karbowski et al., 2007, p.13). More wider the European Values Study research discovered that considering job-related aspects, 14 Central and Eastern European countries (and Poland among them) “give preference to high salaries and wages, job security, pleasant colleagues and an interesting job” (Borgulya and Hahn, 2008, p. 235–236). The same can be said about the Global Leadership & Organizational Behavior Effectiveness Studies (the GLOBE) results, worldwide conducted research aimed at gaining information about the impact of socio-cultural factors on business behaviour (see for example: Bakacsi et al., 2002 and Komor, 2013).

Tomlinson (2012, p. 409–410) points out that the correspondence between higher education and the labour market is dependent largely on three main dimensions: knowledge and skills that it transfers to graduates, “the legitimisation of credentials that serve as signifiers to employers and enable them to ‘screen’ prospective future employees and [...] the enrichment of personal and cultural attributes” (‘personality’). Referring to the first dimension on can conclude that current management education does not cover enough knowledge about the possibilities of entrepreneurial career development in the social economy sector. The second dimension seems to be neutral to the objectives of current analysis. But the third one can be again crucial. Students present a relatively good self-assessment of their competencies and skills. But the previous research (eg. Matejun, 2016) shows high subjectivism in self-assessment of entrepreneurial competences of students. The key question here is whether the process of “enrichment of personality” during the higher education of managers encompasses such competencies, skills, abilities and personal character traits that in result turn students attention to the possibilities of achieving their professional ambitions as part of a career developed in various sectors of the economy, including social economy sector. Presented research shows that these students that better assessed their own competencies have also better knowledge about a social sector in general what may in the future lead to a decision to start a professional career in this sector, However, this requires further confirmation in the research.

Figure 3: Attractiveness of aggregated attributes of potential employer for respondents (where 1 denotes: totally not important; 7 denotes: very important).
Source: own elaboration.
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German Consumer Expectations in the field of Digital Kitchen

Tina Rönnberg

Abstract

“Digitalisation” affects society and business models equally. Given this technical evolution is still new, scientific research on the implications for consumer behaviour and expectations is also just at the beginning. By now there is only consumer behaviour related data in the field of Smart Brown Goods but no scientific data in the specific field of Smart White Goods. Therefore the research question of this article is: “What do German consumer expect from connected kitchen home appliances?”. Based on an online survey with over 300 participants the author investigated German consumer expectations towards Smart White Goods. Results indicate that consumer were open for digital features in the kitchen, but have not yet internalised the possibilities of connected appliances within a smart network. The expectations were focussed on single device usage, but have not been in context with other appliances. Furthermore the consumer’s overall interest in smart kitchen home appliances was limited, as its intention to buy a connected kitchen home appliance was on an overall low level. The results of this research can help to understand what the drivers of consumers’ adoption and use of smart kitchen home appliances are.

Keywords: Consumer Behaviour, Consumer Expectations, Digitalisation, Internet of Things, White Goods, Smart appliances

JEL Code: M310

1. Introduction & Methodology

Given the current pace of digitalisation in all areas, consumer households as well as industries are investigating possibilities, chances and risks linked to this development.

In the Brown Goods industry, smart appliances like TVs, digital media players, tablet PCs etc., were introduced to the market since approximately the year 2010. In the White Goods sector, also known for “Slow Moving Consumer Goods”, the first connected kitchen home appliances were introduced to the market in the year 2015, five years later. “Digitalisation” will have an enduring effect on how businesses will operate long-term, so kitchen home appliance manufacturers are (also) in the urge of finding an appropriate
approach in order to deliver “digital value” to the consumer. Because of that, it is important to understand the drivers of consumer adoption and use of smart kitchen home appliances, which is the main objective of this article. What is the consumer’s attitude towards “Digital Kitchen”, what are the expectations? And is an interest in “Digital kitchen” potentially linked to socio demographic factors like gender or age or place of residence? These questions will be addressed in the following paragraphs.

Official data about consumer acceptance, respectively consumer interest in this specific field of smart kitchen home appliances is not available. White Goods manufacturers do not make sales figures public and market research organisations like GfK or Statista do not differentiate between “Fast moving Consumer Goods” and “Slow Moving Consumer Goods”, when publishing information about smart appliances. By example “Smart home: the truth behind the hype” (GfK, 2017), or Statista, “Prognose zur Anzahl der vernetzten Geräte im Internet der Dinge (IoT) weltweit in den Jahren 2016 bis 2020” (Statista, 2018).

Scientific data bases like Google Scholar, Research Gate, IDEAS (RePEc), Academia, Microsoft Academia, EconStore, EconPapers etc. do not show any matches when searching for “Consumer expectations & Connected kitchen”, “Consumer expectations & Digitalization”. Consumer behaviour & Digital kitchen”, “Consumer expectations & Digital Kitchen” or “Consumer expectations & connected kitchen home appliances” or similar search requests. Results are often linked to “Data Security” issues, “Platform Marketing” or “Online shopping”, but none of them specifically investigate consumer behaviour and connected kitchen appliances. In addition to that no other sources (e.g. libraries) offer any scientific publications on this.

Therefore the author decided to research the topic by investigating consumers’ profiles with the help of an online survey. Despite obstacles like the problem of managing the time frame and the fact that this tool is not appropriate if detailed responses are needed, the advantages of an internet survey proved to be useful (Sue & Ritter, 2012). Filling in an online questionnaire is perceived to be a convenient and modern way of giving opinions and answering questions (Boyce, 2005), the choice of method also appeared to be an appropriate tool for this internet related topic (McLafferty, 2010). To complete the survey was supposedly not to take longer than 10 minutes for the respondent. The data gained in the period from July to December 2017 was then examined and statistically analysed, mainly with the help of e.g. Pearson Correlations in order to measure the strength of a relationship between two variables like “Does interest in Smart Home differ with years of age”? and Mann Whitney Test for analysing dependent variables (men/women) on an ordinal scale with a question like this “How much are you interested in Smart Home?”

In total, 312 participants answered the questionnaire with a sample structure as follows. The sampling distribution is a result of the chosen method. The researcher did not have an influence on the data. It could be possible that gender, education or place of residence influence research results. But this was not tested as this was not relevant for the research question.
After the questions which helped to evaluate the statistical/segmentation characteristics of the respondents, participants were lead to the main topic of the questionnaire: “Smart Home”. The survey was designed to start with very basic questions building up to more detailed questions, thereby to carefully explore the consumers’ level of knowledge respectively experience with connected kitchen home appliances. By stating their opinion the participants also revealed their expectations towards connected kitchen home appliances.

### 2. Results

Answering the first question of the survey’s second part, 90.77% claimed that they have already heard of “Smart Home” or “Connected Home”.

However, when investigating the knowledge level one can conclude that there is a great difference in “having heard” about “Smart Home” compared to “feeling informed” about the topic. In fact the majority stated that they feel “partly yes/partly no” informed about the topic which could potentially indicate a general uncertainty in this field.
Table 2: Feeling informed about “Smart Home”:

<table>
<thead>
<tr>
<th>Level of feeling informed about “Smart Home”</th>
<th>%</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>very good</td>
<td>3.07%</td>
<td>10</td>
</tr>
<tr>
<td>good</td>
<td>26.07%</td>
<td>85</td>
</tr>
<tr>
<td>partly yes/partly no</td>
<td>42.64%</td>
<td>139</td>
</tr>
<tr>
<td>bad</td>
<td>24.54%</td>
<td>80</td>
</tr>
<tr>
<td>very bad</td>
<td>3.68%</td>
<td>12</td>
</tr>
</tbody>
</table>

Source: own research

This uncertainty however did not prove to imply a negative bias towards “Smart Home”, because 44.92% of the respondents stated that they are “very much interested” or “interested” in this field. Only 28.61% stated a strong lack of interest.

Table 3: Interest in “Smart Home”:

<table>
<thead>
<tr>
<th>Level of interest in “Smart Home”</th>
<th>%</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>very much interested</td>
<td>11.69%</td>
<td>38</td>
</tr>
<tr>
<td>interested</td>
<td>33.23%</td>
<td>108</td>
</tr>
<tr>
<td>partly yes/partly no</td>
<td>26.46%</td>
<td>86</td>
</tr>
<tr>
<td>not very interested</td>
<td>24.92%</td>
<td>81</td>
</tr>
<tr>
<td>hardly interested</td>
<td>3.69%</td>
<td>12</td>
</tr>
</tbody>
</table>

Source: own research

After investigating basic knowledge and general interest, the participants were asked to state their interest ("1" being highest level, stating “very interested” and “5” being lowest level stating “not interested”) in a selection of popular “Smart Home” functionalities. The topic “Smart home kitchen appliances” has been on purpose one of the options on the list.

The fact that “Smart Home Kitchen Appliances” ranked on fifth position got underlined by the analysis of clustered groups of the listed “Smart Home” functionalities.

- “House” : heat settings, automatic blinds, automatic lights
- “Appliance Control” : smart home kitchen appliances, Smart TV control (via App) and Smart Car control (via App)
- “Caretaking” : smart baby phone, smart watering of plants and smart feeding of pets
Figure 1: Most appealing "Smart Home" functionalities
Source: own research

As figure 2 shows, German consumer stated the highest interest in “Smart Home” functionalities which are linked to “House/Home”, “Appliance control” functionalities (and there within “Smart Home Kitchen Appliances”) only came second.
2.2. Connected kitchen appliances

After considering “Smart Home functionalities” in general the author then focussed on connected kitchen home appliances, starting with the question which connected kitchen appliances might be of highest relevance for the consumer (“1” being highest level, stating “very interested” and “5” being lowest level stating “not interested”). The descending order of interest in connected kitchen home appliances indicated very clearly that cooling products seem to attract a lot of interest as well as washing machines – which are kitchen home appliances that are actually not very typical in German kitchens.

![Figure 3: General interest in connected kitchen home appliances](source)

Source: own research

After the respondents were able to state their interest in specific connected kitchen home appliances, the respondents were again offered popular (smart) use cases. This time strictly linked to kitchen appliances.
Analysing the group of clustered topics helped to get a clearer picture of what German consumer consider to be the most interesting use cases (“1” being highest level, stating “very interested” and “5” being lowest level stating “not interested”).

The given examples of connected functionalities for smart kitchen appliances were grouped into the following specific fields of use cases:

- **“Enhanced usability”:** fast access to favourite settings, voice control, remote control via app, bigger display on app/mobile phone
- **“Optimisation”:** optimised energy efficiency, automated function setting, automated programme updates, use based recommendations, faster online (customer) service (remote service), online user manual.
- **“New functionalities”:** smart home functionalities, recipe portal and option of saving favourites to the appliance, inventory management, grocery/detergent shopping.
When analysing the group “Enhanced usability”, “fast access to favourite settings (based on collected usage data)” stood out. “Voice control” (e.g. via Alexa, Siri, Google Assistant) seems to be as less attractive as “remote control via App”.

When analysing the group “Optimisation”, “optimised energy efficiency” was highlighted by the consumer. “Online user manual” did only attract the least interest.
When analysing the group “New Functionalities”, “Smart Home connectivity (to control all appliance with one app)” attracted the consumer. Replenishment topics like “Grocery or detergent (online) shopping” did not seem to be of greater interest.
In addition to the aforementioned facts, the following points were investigated:

There was no relationship between place of residence of the respondents and whether or not someone has heard about “Smart Home” (p = 0.331 > 0.5). But there was a significant difference (p-value = 0.00 < 0.05) in the place of residence and interest in “Smart Home”. The mean for the group “Major city” is the lowest and for the group “Rural community” the highest.

There was no relationship between the level of education and whether or not someone has heard about “Smart Home”. Given that 91.2% of the respondents answered with “yes, I have heard about ‘Smart Home’”, one can presume that the technology is well communicated throughout manufacturers and media. Here the p-value is not significant (p = 0.359 > 0.05). However, observing the level of education, there was a significant relationship between the level of education and the level of being informed about “Smart Home”.

In terms of age, there was no significant relationship between age and the level of feeling informed about “Smart Home” (p = 0.140 > 0.05). When asked about being interest in “Smart Home”, there was only a (very small) correlation between age and interest. The younger showed a slightly higher interest.

After analysing the relationship between gender and feeling informed, the results showed a significant relationship between male and female. Males felt better informed than females. This result got also confirmed when looking at gender specific interest in “Smart Home” (p-value = 0.00 < 0.05). The mean for males is 2.53 and lower. Males’ interest was higher than females’.

To “Was connectivity an important aspect when you last bought a kitchen home appliances?” 83.13% replied with “no”. “Will it be of interest when you buy a kitchen home appliance next time?” only 33.23% answered “yes”. The biggest group, 42.15% was indifferent. 24.62% stated “no”.

3. Discussion & Conclusion

No matter what education level the respondents gained or where they lived within Germany, “Smart Home” was a technical evolution that most of the consumers (91.2%) have already heard of. 44.92% (nearly half) of the respondents were interested or very interested in this field. For marketers and manufacturers of “Smart Home” appliances this is noticeable, hence it implies that nearly every second respondent (44.92%) potentially had “Smart Home” in its evoked mind set. For an even more precise consumer targeting, it is beneficial to acknowledge that of those respondents, who stated an interest, inhabitants of major cities stood out. As well as did male. Age did not play a big role.

When asked about their interest in “Smart Home” functionalities, “House/Home” use cases are ranked before “Appliance Control”, the level of interest – specifically in “Smart Kitchen Home Appliances” – only ranked at 5th position (out of 9).

In order to gain a better overall picture, specific functionalities for connected kitchen home appliances were also investigated and grouped into three main topics. Research results showed that consumers strive more for topic in the cluster of “Optimisation” than for topics in the cluster of “New Functionalities”.

The most relevant (smart) functionalities within the cluster “Optimisation” were “Optimised energy consumption” and “Fast access to favourite functions based on consumer usage”. It is interesting to note, that both functionalities/benefits could also be realised in analogue devices and do not depend on connectivity. This underlines the general
observation that German consumer look at smart kitchen home appliances as (not inte-
grated) single appliances, meaning that they not necessarily refer to truly “connected” ap-
pliances within a network. There seems to be either missing comprehensive knowledge
about the possibilities of connected appliances or a lack of interest in controlling kitchen
appliances through an app or through a network. In general, functionalities, which require
an internet/network connection or connected to App usage ranked weaker.

It might be a fair to infer that currently (Q4/2017) German consumer have no specific
expectations in regard to connected kitchen home appliance.

Digital use cases are considered to be an extra set of features that come with the re-
spective appliance. In the eye of the consumer, a smart device remains a “solo” or “stand-
alone” object. The consumer has not yet internalised the use cases of possibilities of con-
nected appliances within a smart network. Consumers’ expectations seemed to mainly be
derived from the analogue world, with a lacking motivation to exploit more of the given
digital possibilities.

This observation might be linked to two factors: First, smart kitchen appliances are
only available since 2015 and not widely known to consumers yet. Second, replacement
cycles for kitchen appliances take 10 years and longer (European Commission, 2017).
This potentially explains the overall slower adoption of larger smart appliances in com-
parison to smaller ones. If a pull effect was created based on an outstanding smart func-
tionality, changes can of course stimulate shorter replacement cycles. An example where
replacement cycles got shorter due to innovation is the TV, due to LED and Plasma tech-
nology in the first step and internet connectivity in the second step.

Connected kitchen home appliances will become an essential part of future house-
holds, similar to smart appliances like smart TVs, tablet PCs etc. In a few years there will
only be connected appliances. Due to the long replacement cycle for kitchen home appli-
cances, this status won’t be reached within the near future. In order to activate consumers
desire for Smart kitchen home appliances it is recommended by the author that manufac-
turers and marketers focus on functionalities in the field of “Optimisation” (e.g. facial
recognition to unlock “Child Lock” functionality at a cooktop) short term and network
functionalities (e.g. the hood light goes on, when the connected car signals itself approach-
ing the house) in long term.

Another reason why consumer do not show a great interest in the field of “Digital
Kitchen” might be that consumer are not used to control or give further attention to
kitchen appliances outside their daily routines (classic usage situations). User experience
and new drivers for enhanced engagement are potential topics for further research.
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The role of NGOs in making supply chains more transparent and sustainable
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Abstract

Sustainability and transparency in supply chain are one of strategic directions for current business organizations. Moreover it seems that sustainable supply chain must be transparent to manage business processes in a proper way.

There are many different tools and initiatives aimed at improvements of social and environmental conditions. The level of engagement and motivation to use them depends on pressures from external environment. One of the most important stakeholder groups oriented on making supply chains more transparent and sustainable is a third sector. Non-governmental organizations have social trust and are powerful in making changes of business behavior.

The aim of the paper is to characterize the role of third sector in changing supply chains into more transparent and sustainable and to discover methods used to make these changes possible. Research results are based on short case studies prepared based on in-depth interviews conducted in the well-recognized Polish non-governmental organizations active in the field of sustainability. The results suggest the main responsibility of NGO is to inform about the current situation in order to raise awareness of the supply chain and related social and environmental problems and to implement tools which will induce societal changes.

Keywords: sustainability, NGOs, transparency in supply chain, sustainable supply chain management, stakeholders
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1. Introduction

Sustainability as a strategic business orientation is relatively well recognized. Companies decide to implement different methods and tools which support minimization of negative impact on environment and society. Moreover there is a need to transfer issues related to sustainable development to entire supply chains.

The concept of a sustainable supply chain assumes that companies operating in a specific network of relations make much effort to ensure that the results of their activities
do not have a negative impact on the environment and society. The meaning of sustainable supply chain has been quite well described in the literature. (Carter and Rogers, 2008; Carter and Easton, 2011; Linton et al., 2007; Seuring and Müller, 2008). Regardless of the differences in the approach to defining the issue of supply chain sustainability, it is emphasized that non-economic aspects in the whole life cycle of the product should be taken into consideration.

In order to implement the idea of sustainability both throughout single companies and supply chains, there is a defined need to build transparency in these structures (Augustine, 2012; Mol, 2015). Transparency is also about availability of information for different stakeholders (Hebb, 2006). It can be motivated by different factors (Trinkenes et al., 2012). A transparency in supply chain can be understood as “two-way exchange of information and knowledge between customer and supplier.” (Lamming et al., 2011). The approach of transparency is tried to be defined directly as included to the sustainability concept. A transparency in sustainable supply chain can be defined as “the disclosure of supplier names and information about sustainability conditions at suppliers (Niklas Egels-Zandén and Hansson, 2016). As follows from the above definitions, the clutches of processes, procedures and results are key elements in building public awareness about supply chains. It is possible to identify social and environmental problems and manage risk only by knowing the real situation of the supply chain (Linich, 2014). This is due to the opportunity to reach all links and learn about the real conditions prevailing in each of all suppliers. It can be achieved by set of rules, tools and methods such as e.g. traceability of products, certification systems, audits, non-financial reporting etc. as stated in current literature (Egels-Zandén and Hansson, 2016).

In the simplest terms, transparency means an access to an information on the location of suppliers (minimum the most important ones), with more advanced forms it will be the access to a variety of data (location, conditions, work, production method, etc.) on the product from extraction of the raw materials to the end-of-use phase including the quality of information. Thus, sustainable supply chains should be transparent at the same time.

The issue of transparency is getting more and more attention because different groups of stakeholders including non-governmental organizations – NGOs (other terms from literature: third sector or Civil Society Organizations, CSO). The conducted literature review (including searching for the key words combining NGO and transparent or sustainable supply chain in such databases as Scopus, Web of Science or Ebsco) revealed that the topic is still not described well in the current literature. The main results suggest that CSO are present in the debate about the future shape of the sustainability approach in supply chain. NGOs are willing to know more about risks, processes and results of supply chains (Kashmanian, 2017). As Doorey underlined there is a belief “that transparency can provoke learning and also positive institutional change by empowering private watchdogs to monitor and pressure business leaders to alter harmful behavior.” (Doorey, 2011). It is necessary to involve various stakeholders such as third sector representatives who, through various forms of impact from cooperation through pressure (e.g. consumers’ boycotts) will motivate and initiate changes in supply chains.

Non-governmental organizations are perceived in society as an actor who support the achievement of goals important for the development of society. They are social change-makers. Due to their nature and independence from other sectors, they can also, in some ways, affect business operations and decisions made in private sector. The scope and methods of activities depend on the access to funds, goals and main directions of each
organization. Regarding the diverse field of NGOs activities one can observe different factors and mechanisms that stand behind the beginning of a relationship with business regardless of the length of these relationships.

NGOs and their role in promoting sustainable development is to some extent described in the literature (e.g. Nikkhah and Redzuan, 2010; Kong et al., 2002; Hege and Demailly, 2018). It is also stated that stakeholders including NGOs can affect the sustainable supply chain management (e.g. Wolf, 2014; Rodriguez et al., 2016). However there is a lack of studies that directly concern the place of NGOs in developing sustainable and transparent supply chains. There are still many research questions regarding this area. The aim of the article is to understand the role of non-governmental organizations in creating sustainable and transparent supply chains and to recognize tools.

2. Methodology and Data

In order to achieve the goal of the paper in-depth interviews with polish well recognized non-governmental organizations were conducted. The sample consisted of 4 short case studies (Silverman, 2008; Yin 2014) of organizations engaged in promotion of sustainable approach in business and supply chain. The study was of qualitative character Qualitative research is well-known and well-established methodologically in social sciences (e.g. Koncecki, 2010; Gibbs, 2011). The qualitative research allows to search a small sample to discover new phenomena. The research had exploratory character (Stebbins, 2001). The reason why the qualitative research was selected was the intention to learn the context in which NGOs dealing with the issues of sustainability and transparency and the possibility of creating a catalog of actions they undertake to improve conditions of supply chains. An additional advantage of qualitative research, in this case, is the opportunity to learn the answer to why and how to address the problem of sustainable and transparent supply chains in public discourse. The chosen method seems to be optimal to the aim and the scale of the research. It allowed to discover the meaning of sustainability and transparency from the non-business perspective. The questionnaire contained 7 open questions regarding various aspects of the organization’s activities in the context of its commitment and actions for sustainable development in Poland. The research was conducted in January and February in 2018 in Poland.

Table 1 presents general information about organizations participated in the research.

<table>
<thead>
<tr>
<th></th>
<th>NGO 1</th>
<th>NGO 2</th>
<th>NGO 3</th>
<th>NGO 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respondent</td>
<td>CEO</td>
<td>National team coordinator in Poland</td>
<td>Business Account manager</td>
<td>vice CEO</td>
</tr>
<tr>
<td>Main field of activities</td>
<td>human rights, workers rights sustainable development, CSR, environmental protection.</td>
<td>sustainable development and responsible consumption in fashion industry</td>
<td>human rights, sustainable development, strengthening of the poorest groups of small farmers</td>
<td>sustainable production and consumption</td>
</tr>
</tbody>
</table>
Organizations are using different forms of business and society engagement in the issue of sustainability. It can be assessed by the scale of involvement from passive and to active.

Table 2: Forms of activities used by NGOs

<table>
<thead>
<tr>
<th>Passive</th>
<th>Active</th>
</tr>
</thead>
<tbody>
<tr>
<td>research</td>
<td>workshops</td>
</tr>
<tr>
<td>conferences</td>
<td>audits</td>
</tr>
<tr>
<td>publications</td>
<td>consumer’s campaign</td>
</tr>
<tr>
<td>lectures</td>
<td>online events</td>
</tr>
<tr>
<td></td>
<td>business oriented campaigns</td>
</tr>
<tr>
<td></td>
<td>certification systems</td>
</tr>
</tbody>
</table>

By the decision of the respondents, there will be no disclosure of the organizations’ names. Collected data will be used to design further quantitative research in this area.

3. Results

The idea of sustainable and transparent supply chain is the result of increasing social and environmental problems. The respondents indicated that, according to them, the most important problems affecting the current supply chains are:

- lack of awareness that the company is, to certain extend, responsible for its supply chain,
- excess of intermediaries, lack of concern for the first producer (especially from developing countries),
- lack of sense of responsibility for the environment (having damaging impact on it) and ignoring the fact that resources are limited,
- limited number of innovative projects which will improve environmental conditions in supply chains,
- lack of transparency or lack of knowledge, and thus the lack of an appropriate strategy to address problems in the company’s supply chain.
- ignorance of the fact that workers and human rights are broken in supply chains,
- law wages below the minimum living level,

The second table presents answers on the question: what does transparent supply chain mean?
Table 3: The idea of transparency in supply chain – NGOs perspective

<table>
<thead>
<tr>
<th><strong>Transernt supply chain is characterized by</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NGO 1</strong></td>
<td>a publicly available list of at least 1-row suppliers; a publicly available information on the supply chain, identified problems in the supply chain and actions taken to eliminate them and prevent them in the future;</td>
</tr>
<tr>
<td><strong>NGO 2</strong></td>
<td>a full information (knowledge) about every element of supply chain, taking into account environmental and social aspects. full control of supply chain to be able to efficiently eliminate problems (e.g. child labor, environmental pollution, etc. Consumers today have the right to know whether the money they spend does not support the production of exploitative employees or natural resources.</td>
</tr>
<tr>
<td><strong>NGO 3</strong></td>
<td>a short chain, i.e. one with few participants, at each stage of the chain it is possible to verify where the raw materials and products come from, there are no information disturbances (there is appropriate quantity in terms of raw material introduced into a system, technological processing and quantity of products, which can be obtained from such quantities ).</td>
</tr>
<tr>
<td><strong>NGO 4</strong></td>
<td>transparency and availability of information on working conditions and environmental issues for consumers, employees and other interested groups and people taking into consideration needs and expectations of employees in the whole supply chain</td>
</tr>
</tbody>
</table>

Source: Own elaboration based on research results

The next part of interviews were dedicated to possible ways of influencing business in the context of changes in supply chain management (Table 3).

Table 4: Opportunities and methods to impact on business of being more transparent and sustainable. NGO perspective

<table>
<thead>
<tr>
<th><strong>How NGO can affect business?</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NGO 1</strong></td>
<td>There is a limited impact if the NGO activity is not supported by law regulations</td>
</tr>
<tr>
<td><strong>NGO 2</strong></td>
<td>It is possible to make positive change by activities which aim to educate, exert pressure, criticize, show problems or present solutions. It is also important to initiate and lead activities encouraging consumers to express their interest of social and environmental aspects (e.g. in fashion). Motivation better affects business than punishment.</td>
</tr>
<tr>
<td><strong>NGO 3</strong></td>
<td>Business need substantive support. It is also important to cooperate with different stakeholders (including public authorities) and do common work with societies to change the position of business (making it more beneficial or by preventing it from financial penalties)</td>
</tr>
<tr>
<td><strong>NGO 4</strong></td>
<td>One of effective tools is monitoring of the companies’ activities. NGOs are expected to pay attention on problems and to have dialogue with business. Cooperation with employees and local communities to obtain information about real situation in factories is also essential. The good form of impact on business are interventions (using media channels, consumer engagement to e.g. writing petitions to companies)</td>
</tr>
</tbody>
</table>

What are the most effective methods of making impact regarding sustainability issues |

| NGO 1: consumer boycott (especially in environmental and socially aware societies), education (addressed to workers, labor unions, business, support for business which is going to improve its current situation |  |
NGO 2: only a combination of several forms of impact can give the most effective results – education and involvement of customers and business; cooperation with different stakeholders including public administration

NGO 3: all methods that result in a material benefit for the company

NGO 4: combination of different tools and methods – dialogue with companies – (problem identification, cooperation on common solutions), putting attention on workers perspective in supply chains, social campaigns and customers involvement; presence in media, reports on social and environmental conditions of supply chains

Source: Own elaboration based on research results

As the respondent from NGO 1 notes, for changes to be possible, it is also necessary to involve other stakeholders such as trade unions, employees and industry organizations. Importantly, it is crucial that they recognize the value to respect human rights in the supply chain. All stakeholders should participate in consultations and dialogue to develop the necessary and real solutions. Equally important is the opportunity to assert your rights and, where possible and reasonable, put pressure to improve conditions, processes or procedures. To make it possible financial support for NGOs is required.

The second respondent put attention on customers who, next to the other stakeholders, mentioned in previous answer, are key actors of possible changes. They can affect business by changing own habits of purchasing (e.g. less clothes, clothes form local producers etc.) and by insisting on changes in producers’ behavior. Due to the next respondent “Considering the various activities already carried out, it can be stated that three tools should be mentioned that can effectively influence the transparency of the organization’s activities and their supply chains. Firstly consumers ‘demands to implement various activities and tools which help to manage social and environmental aspect in effective way. [...] Secondly the introduction of legal solutions encouraging or obliging organizations to disclose non-financial data of supply chain. Thirdly, implementation of CSR strategy tools that support more responsible production. NGOs and multilateral initiatives can help with this, which thanks to the work of their experts are able to provide relevant knowledge, specialist reports, or give positive examples of real benefits for companies, encouraging greater transparency of companies operations.” According to another respondent, effective (severe) penalties for companies that do not respect human rights or labor rights throughout supply chains are an effective tool for exerting influence and creating more transparent supply chains. The last NGO representative added to the list of engaged stakeholders media as an important communication and data disclosure channel. Employees were also mentioned as a valuable source of information. The respondent, as previous study participants, confirmed that CSR, legal regulations (e.g. Directive of disclosure of non-financial and diversity information) and dialogue with stakeholders are desired activities.

4. Conclusions

Non-governmental organizations are present in the debate on sustainable and transparent supply chains. They are aware of problems related to supply chain management. As active actors in the field of sustainable development, they set out the most important social and environmental challenges to face managers. Respondents proposed the complex list of characteristics which are associated with the idea of transparent supply chain. In
general, the understanding of transparency by representatives of non-governmental organizations is not different from the one that appears in scientific studies. The context of transparency for developing sustainability in supply chains was emphasized. Attention was also paid to the quality of relations and the length of the supply chain as elements affecting the level of transparency. Transparency for the surveyed organizations means both access to information about social and environmental conditions as well as identification of needs and problems in supply chains.

Research has shown a diversified approach to the ability to influence supply chains from awareness of the limited impact to positive impact and triggering changes through cooperation and business support. The limited impact in this case means limitations that the NGO cannot exceed in its relations with business. This is primarily about situations in which non-governmental activities are not sufficient to trigger a real change, especially on a large scale, and additional drivers are needed, such as legal regulations. An example of this is the EU Directive on disclosure of non-financial data and diversity, which opens up the possibility of cooperation of the third sector with companies ready or obliged to plan and implement the communication process in this field.

Another way to get influence is substantive support or, more broadly, education. In many cases there is still a lack of knowledge and awareness about the processes taking place in the supply chain. Companies do not go beyond the economic sphere of the relationship. Support from experts by putting attention on identification social and environmental risks and opportunities is essential. Understanding of supply chain from a non-financial perspective seems to be an invaluable contribution to the process of making changes. It also means the need for joint projects to achieve synergies. Different types of “negative” (in the meaning of potentially negative effects on business) activities are also possible: monitoring supply chains, paying attention to problems and public disclosure of information about irresponsible or illegal activities. In this case, non-governmental organizations act as watchdogs whose task is to map problems and disseminate information in order to take preventive and corrective actions.

NGOs can play different role for business in the change making process. They can be in a position of:

- confrontation – the main goal is to show negative business activity, publicize the problem in society, motivate to take corrective initiatives;
- consultation/ knowledge sharing – NGO as an expert shares knowledge with business. Indicates the most important problems and gives possible solutions.
- cooperation strategic partnership – business and NGOs cooperate with each other. They share resources. They design joint solutions. NGOs are involved in a strategic way.

Respondents emphasized that the best results are achieved by a combination of different tools and actions. NGOs are willing to cooperate in the organization of training, publishing activities, workshops, consultancy and technical assistance. Each of these forms gives the opportunity to build knowledge and awareness. It is difficult to expect a lot of business motivation to improve social and environmental performance without sense of responsibility which can be taught using education, monitoring or disclosure of information about supply chains.

For the surveyed organizations, other stakeholders such as employees and trade unions (access to information on working conditions, information on frauds), customers (especially aware of the role of their consumption and its consequences for others) or media (publicizing cases about unethical and irresponsible behaviors and promotion on good
practices) are equally important. In discussions about a sustainable and transparent supply chain one should not forget that this is a process that requires a lot of efforts made by business and all stakeholders. Determination of parties all is necessary to initiate and sustain a change in the approach to doing business in the entire supply chain.
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Abstract

Implementation of lean manufacturing can bring many benefits, such as reducing waste and improving operational efficiency. The practice shows that lean production methods and instruments are not equally applicable to large and small manufacturing enterprises. Regardless its popularity in large enterprises, many small and medium sized enterprises (SMEs) still struggle to achieve a successful and lasting implementation. Despite many manufacturing SMEs being eager to implement lean, they are still unclear about how the lean strategy focusing on continuous improvement practices can help them to enhance their manufacturing competences to be sustainable in its market, where the competition is fierce and full. In order to address this concern, the paper analysed provides evidence regarding the effects that lean production practices have on performance of the organization. In addition, this paper aims to identify critical success factors and barriers towards adopting and implementing lean manufacturing in the context of Indian manufacturing sector.
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1. Introduction

Increased global competition, production costs and scarce resources are currently forcing companies to think in new directions (Lodgaard, et al., 2016). In this era of competition, manufacturing enterprises are looking for methods and tools mainly in order to reduce costs (Antosz & Stadnicka, 2017). To remain competitive, it is important to have effective, precise and streamlined production processes (Lodgaard, et al., 2016), which leads to sustainable competitive advantage (Agus & Hassan, 2011). Consequently, many manufacturing firms choose to introduce lean with the aim to improve competitiveness by creating customer value (Lodgaard, et al., 2016) while eliminating any type of waste from manufacturing operations (Salonitis & Tsinopoulos, 2016). Although, the term “lean” is widely
understood nowadays, implementing lean still poses a number of challenges (Alefari, et al., 2017). In manufacturing sector, SMEs act as specialist suppliers of components, parts and sub-assemblies to larger companies because the items can be produced at a cheaper price than the large companies could achieve in-house (Singh, et al., 2008). Lack of product quality supplied by SMEs could adversely affect the competitive ability of large companies as well (Achanga, et al., 2006; Singh, et al., 2008). Compared to large manufacturing firms, the implementation of lean in Small and Medium Enterprises (SMEs) pose even more challenges (AlManei, et al., 2017). Many SMEs are anxious of the unknown and that is in many cases the problem with the lean manufacturing concept (Antosz & Stadnicka, 2017). Even though academic and practitioners literature on its practical implementation is plentiful, the majority of companies fail when trying to adopt the lean concept in their organization (Lodgaard, et al., 2016; Lucey, et al., 2005). Nevertheless, it seems that only a few cases have achieved substantial progress in this area. Arguably, the lack of a clear understanding of lean-performance relationship and its inconsistent measurement by adopting firms is a significance reason that lean practices have failed (Behrouzi & Wong, 2011). Companies often achieve significant short-term results when implementing lean, before the actual implementation processes ultimately fall apart (Lodgaard, et al., 2016). In other words, it is not possible to manage lean without measuring its performance (Behrouzi & Wong, 2011). Consequently, when embarking the lean journey, it is important to identify and understand why the rate of failure is so high in order to plan implementation properly (Lodgaard, et al., 2016). Due to all these reasons, the idea of applying lean has not been adopted by meaning number of SMEs without any factual conviction (Achanga, et al., 2006). Hence, motivated by this research gap, this study makes an empirical attempt to examine the relationship between lean production practices and operational performance of small and medium sized manufacturing enterprises. In the present paper, the most prominent critical success factors for sustaining manufacturing competitive advantage under the prism of SMEs are discussed. The challenges for the SMEs in their lean journey are also discussed.

2. Literature review

2.1. The Concept of Lean

Lean manufacturing represents a multifaceted concept that may be grouped together as distinct bundles of organizational practices (Cirjaliu & Draghici, 2016). The literature review revealed a wide range of concepts and techniques related to implementation of lean that can be broadly summarized into three lean constructs, namely process improvement (PI), material flow management (FM) and waste reduction (WR) techniques. Waste in manufacturing processes include overproduction, waiting, transportation, unnecessary motion, inappropriate processing and defects (Wahab, et al., 2013). Lean manufacturing is about eliminating waste (the non-value adding component in any process) and satisfying customers (Alefari, et al., 2017). Lean is often defined as a proactive set of process improvement (PI) practices (Worley & Doolen, 2006) such as inventory reduction (Filho, et al., 2016); preventive maintenance (Filho, et al., 2016; Rahman, et al., 2010; Zhou, 2012); cycle time reduction (Seth & Gupta, 2006; Shah & Ward, 2007); new technology usage (Rahman, et al., 2010; Shah & Ward, 2007); and quick changeover techniques (Filho, et al., 2016; Zhou, 2012), that aims at identifying, analysing and improving upon existing
manufacturing processes within an organization for optimization and to meet new standards of process/production quality. Adoption of all these factors helps manufacturing firms to raise product quality, improve product technology and boost production efficiency, which are determinants of global manufacturing competitiveness. Lean is also defined a material flow management system that addresses and eliminates the muda of waiting, by creating a value stream of material flow activities involving minimum interruption (Näslund, 2008). Some of the important material flow management techniques identified in operations management literature are lot-size reduction (Filho, et al., 2016; Panizzolo, et al., 2012); focus on single supplier (Rahman, et al., 2010); and continuous/one piece flow (Filho, et al., 2016). Since material flow is an integral part of any manufacturing processes, material flow management (FM) is a prominent strategy for efficient management of material within a manufacturing setup, and is essential to become lean. Lean is based on the principle of eliminating all forms of wasted value within the enterprise using waste reduction (WR) techniques such as muda (waste) elimination (Rahman, et al., 2010; Shah & Ward, 2007); error-proofing technique such as poka-yoke (Panizzolo, et al., 2012; Rahman, et al., 2010; Zhou, 2012); Kanban i.e. pull-based production system (Filho, et al., 2016; Panizzolo, et al., 2012; Rahman, et al., 2010; Zhou, 2012); and bottlenecks removal (Rahman, et al., 2010; Shah & Ward, 2003). Essentially the core idea of lean manufacturing is to maximize customer value while minimizing waste (Wahab, et al., 2013). Lean manufacturing can improve financial returns by opening up new customers; competitive differentiation; reducing cost through waste reduction; and focusing on improving manufacturing competence, which makes lean a viable competitive strategy (Hartini & Ciptomulyono, 2015). The lean results elements consist of cost of manufacturing (C), quality conformance (Q), production rate (P), delivery (D), flexibility to change product mix (FP) and flexibility to change volume (FV) which are critical performance indicators that defines manufacturing competence of a firm (Belekoukias, et al., 2014; Bortolotti, et al., 2015; McKone, et al., 2001). In order to capture the multidimensional nature of manufacturing competence, all these performance parameters are manifested as firm performance (PERF) in the study.

2.2. Critical Success Factors and Barriers to Lean Manufacturing

The review of the papers with regard to implementation of lean manufacturing in SMEs identified several key critical success factors (Achanga, et al., 2006; AlManei, et al., 2017; Lodgaard, et al., 2016) and barriers (AlManei, et al., 2017; Salonitis & Tsinopoulos, 2016; Zhou, 2012). Among the operations management literature, the most identified success factors are management commitment and involvement, the need of knowledge by training and education, organize for lean including involvement of employees, and properly applying of tools and methods (Lodgaard, et al., 2016). However, limited number of studies on lean manufacturing implementation failures are reported, mainly because companies wish to protect and not disclose their investments that failed (Salonitis & Tsinopoulos, 2016). The barriers in the implementation of lean can be linked to management, lack of necessary resources, resistance to change, etc. (Salonitis & Tsinopoulos, 2016). Furthermore, many companies that attempt to introduce lean practices rely on consultants, thus resources for consultancy are key barrier as well (AlManei, et al., 2017). The quality of consultant is also critical, and in many cases superficial knowledge of the lean subject results into confusion about lean manufacturing practices and can became an obstacle in lean manufacturing implementation (AlManei, et al., 2017; Salonitis & Tsinopoulos, 2016; Zhou, 2012).
3. Methodology and Data Collection

The focal point of this research is on SMEs, which constitute the vast majority of enterprises in India. The items used in the questionnaire were developed from the literature review discussed in the earlier section. Likert-type scales were used to develop constructs for the study. The respondents were asked to indicate their perceived level of agreement and disagreement with statements provided in the questionnaire using a five-point scale where a value of 5 indicates strong agreement and 1 indicates strong disagreement. Survey data were collected from manufacturing SMEs in India, referring to a database obtained from the 2016 manufacturing SME business directory of the SME business development chamber of India. 320 companies were contacted via telephone call and email, with 121 accepting for personal interview (37.8% response rate). The data were collected from the participating firm predominantly via face-to-face interviews with the entrepreneur or equivalents having a higher level of responsibility in the manufacturing department in their company. The respondent companies competed in various manufacturing sectors that included automotive, electrical & electronics, chemical, packaging, food beverages, polymer, metals & machinery, and industrial equipment. In our study, 62% of the respondents worked for medium-sized manufacturing enterprises, whereas remaining 38% worked for small companies in India.

4. Results and Discussion

A Structural Equation Modelling (SEM) was employed to investigate the strength of relationship between the predictor and dependent variables. The linkages between lean strategy and plant performance are depicted in Figure 1. The fit of the structural equation model to test our proposition was good, with \( \chi^2/df = 1.54 \), GFI = 0.87, NFI = 0.89, CFI = 0.96, RMR = 0.03 and RMSEA = 0.06). As hypothesized, there is a significant positive relationship \( \beta = 0.653, \text{C.R.} = 5.597, p < 0.01 \) between lean production strategy and plant performance. Therefore, our supposition that lean production strategy positively affects plant performance is supported in the context of small and medium-sized manufacturing enterprises.

Examining the results of bivariate correlations generated by SEM, the process improvement (PI) approach demonstrated the strongest relationship \( \beta = 0.596, p < 0.01 \) among the all three lean approaches with operational performance, followed by waste reduction (WR) approach \( \beta = 0.545, p < 0.01 \) and material flow management (FM) approach \( \beta = 0.477, p < 0.01 \).

Our second objective was to reveal the challenges or barriers that may hinder or delay the lean implementation process in SMEs. Figure 2 shows the survey results for the perceived barriers to adoption of lean manufacturing practices in SMEs. The barriers in the implementation of lean manufacturing can be linked to workforce-related barriers, internal resource-related barriers, operational barriers, financial barriers, and strategic barriers. The biggest five challenges or obstacles faced by SMEs in India include attitude of workmen, inadequate knowledge & lean expertise, employee resistance, lack of financial resources to invest, and senior management commitment with a mean value of 3.81, 3.43, 3.27, 3.25, and 3.16 respectively. These major roadblocks of implementing lean in SMEs are primarily ‘strategic management’, ‘financial’ and ‘work psychological’ factors. Three of top five impeding factors are considered people-related issues, including attitude of workmen, employee resistance, and lack of senior management commitment. Clearly,
managing and allocating resources supporting lean initiatives and management commitment are the toughest issues for SMEs to start and sustain lean. The second group of challenges categorized as moderate level challenges include backsliding to old ways of working, organizational cultural changes, lack of clarity across functional groups and risk of disruption in operations, demonstrate that lean initiative should start from an optimistic and mutual understanding among people across all hierarchical levels. This category of challenges implies that lean concept and philosophy fundamentally transform a firm’s operations, which lead to shocking changes in an organization environment (Zhou, 2012). These impeding factors are considered as some of the most challenging change in the initial phase of implementation. As firms become more engaged in lean practices, these hurdles tend to lose their relevance after a considerable period. The barriers that received the lowest mean score, categorized as least challenging, are inability to quantify benefits (mean = 2.80), need of integration with business associates (mean =2.79) and lack of training and education (mean = 2.67).

Another objective of the paper is to identify the critical success factors for a successful implementation of lean within a production setup. Respondents were asked to rank the critical success factors of Lean implementation from a predetermined list, with ‘5’ representing the most important factor, the responses for which are summarised in Figure 3. In our survey results, the five critical success factors that will ensure lean strategic plans are successfully implemented are alignment to strategy & long-term plan (mean = 4.29), benchmarking & knowledge transfer (mean = 4.09), access to resources (mean = 4.06), working culture to sustain continuous improvement (mean = 4.02), and top management commitment & involvement (mean = 4.01).
Figure 2: Lean barriers for Indian small and medium manufacturing enterprises

Figure 3: Critical Success Factors for Indian small and medium manufacturing enterprises
Alignment to strategy and long-term planning is the most critical factor in the determination of successful lean project. Long-term planning typically involves establishing goals that the manufacturing plant expects to achieve five or more years ahead. Strategic management involves assessing relationships to ensure that each functional department’s objectives align to the company’s overall goals by creating workplace model that grafts a culture of continuous improvement. Benchmarking best practices is a substantial way that helps manufacturers develop world-class manufacturing standards, by creating working conditions for successful knowledge transfer across heterogeneous value chains and organizational functional units. The way of introducing lean (internally or externally through a consultant) is critical as well (AlManei, et al., 2017). As identified, absence of knowledge and lean expertise is a significant barrier in the implementation process. Financial capacity is therefore another crucial factor in the determination of any successful project. This is because finance covers the avenues through which other useful provision like consultancy and training can be made (Achanga, et al., 2006). Lean consultants diagnoses the organization culture and understand the preferences of the workers, which can help to introduce changes into the working system (Wyrwicka & Mrugalska, 2017) and provides advice on how to make operational processes more efficient. Business entrepreneurs with the advice of external consultant become more decisive, determined, goal-oriented, knowledgeable, and consistent towards lean production, with the purpose of product and service improvements for the organization’s survival in a competitive environment (Suwandej, 2015).

Interestingly, both critical success factors and barriers to lean implementation can be linked to management, resources and employee involvement. Management can be both a barrier and a critical driver for successful implementation. Resources are critical as well, and their lack is a major barrier. An interesting finding from the analysis is that most major challenges faced by SMEs fall under strategic and workforce related concern barriers. Nevertheless, these are still management or people related factors that pose serious challenges to lean adoption and implementation in manufacturing SMEs. The attitude of workmen was highlighted in the survey as first ranked impeding factor, as most manager felt difficult to transfer and defend the standardized work style of lean manufacturing to workers. Workers are less concerned about knowledge, tools and practices and have shown resistance emphasizing the act of change as exploitation of workmen by managers/entrepreneurs. It is observed through field interaction with workers that they were content with the relatively few tools and practices tried out at the shop floor. A more plausible interpretation is that many workers were so unfamiliar with lean that they did not quite know what to expect, and how the lean tools and practices could support their daily work (Lodgaard, et al., 2016). The engagement of the workers can be enhanced by inviting them to take active role in the decision making of such lean project initiation (Salonitis & Tsinopoulos, 2016). The second most challenging factor-‘Inadequate knowledge and lean expertise’ is related to lean understanding within the company. Indian small and medium sized manufacturing firms exhibit a different understanding to lean, as compared to the literature review findings. This misunderstanding spans in both management team and the employees within the Indian SME firms. It is not possible to have commitment from high management and workforce on something that they do not really understand (Salonitis & Tsinopoulos, 2016). Training on lean is critical for overcoming this challenge. On the contrary, lack of training and education is found out to be the least challenging factor in the results of survey. This implies although efforts being put forward by management through training and education aspect to imbibe the culture of lean in the organiza-
tion, these haven’t been successful in converting the attitude of workmen and management, to bring about desired change in organizational culture. This interpretation is reasonable in light of perception of senior managers and middle managers, despite of undertaking training and education programs, lean knowledge was lacking in their organization. There can be many reasons, why training does not have the desired effect. It can be due to a poorly designed program, an ineffective trainer, staff being unable to implement the training in the workplace, or many other reasons. Effective training is essential for bringing both management and workforce to speed up with lean. The extent of such training, the focus and the breadth of content needs to be tailored to the needs and the function of the trainee. A different type of training is required for management to that of an operator of a machine. Hence, top management and leadership are of paramount importance for proper implementation and introduction of lean. SMEs often have limited resources in terms of man power, access to skills and financial strength for investments (Zhou, 2012). Lean promises cost savings, although senior management leaders in many cases fail to understand the cost saving are the results and not the objective of implementing lean (Alefari, et al., 2017). Lean implementation failures are attributed to different causes. Among these, company culture and change management are identified as a determinant factor and seen as one of the top most challenging (Achanga, et al., 2006; Lodgaard, et al., 2016) . Nobody wish to come out of their comfort zone. Change management comes into picture before implementation, during implementation and after implementation (Jadhav, et al., 2015). Hence, when organizing a lean implementation program, it is important for senior management to include planning, monitoring and sharing gains, and allocating necessary resources (Lodgaard, et al., 2016) to observe tangible benefits in a long run. The strategy needs to be clear among senior management about vision and the direction of the company. The responsibilities and authority of the lean engaged personnel, the resources to be committed, the key performance indicators to be employed, the deliverable and milestones of the implementation, needs to be defined (Salonitis & Tsinopoulos, 2016). Unless the opinions of different groups at different hierarchical levels are listened to, efforts to implement lean and overcome barriers may be misguided (Lodgaard, et al., 2016). Change agents such as lean consultants or top managers should take care to consult different groups of employees and workers before choosing a path of action (Lodgaard, et al., 2016). Ample support and active involvement ranging from upper management to individual employees/workers are all crucial to the success of lean implementation (Zhou, 2012). Raising awareness of these differences of opinion may help the organization on correct way and increasing the odds of a successful lean implementation (Lodgaard, et al., 2016). It is important to create a lean culture that can be shared across the entire organization (Zhou, 2012).

Equally crucial to this study, is also outcome derived from the SEM analysis of direct relationship between a lean strategy and operational performance, which offers manufacturing enterprise and their owner/managers, a better understanding of the relationship and impact that some of the most essential lean techniques have on the performance of their operations. Evidence from the SEM results implies that all lean techniques i.e. process improvement, material flow management and waste reduction techniques have exhibited high degree of association with operational performance measures. The results of the study definitely provides sufficient ground for convincing business entrepreneurs toward justifying the adoption or implementation of lean production practices in order to enhance production performance and customer related performance.
5. Conclusions

The intense competitive situation is forcing manufacturing industry to continuously improve their business with innovative quality products, while at the same time keeping costs down (Lodgaard, et al., 2016). The study has provided important insights into lean related implementation issues in the context of Indian manufacturing SMEs. The results were discussed with experts in order to understand and document the root causes behind the observation. The managerial implications of this study are clear. The pursuit of lean manufacturing strategy comprising of process improvement, flow management and waste reduction techniques for improving production capabilities is not only requested by the market but also driven by the need of manufacturing enterprises to survive. As evident from the results of the study, a lean strategy would no doubt enhance the production processes, thereby producing value added products. This subsequently would lead to better customer-related performance in catering the changing customer’s needs (Agus & Hassan, 2011), thereby improving firm’s manufacturing competitiveness. Based on the study survey undertaken within the Indian manufacturing sector, the results indicated that leaders of an organization need to set the paradigm and clearly describe policy and strategy deployment that translates into objectives and actions for the middle management and operators (Alefari, et al., 2017). The implications highlighted in the study also offers senior management a set of propositions to understand the impeding factors that affect adoption of lean in their enterprises. Such knowledge can solve the present dilemma of business entrepreneurs regarding the misunderstood problems related to the idea of lean and its implementation.
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Abstract

Although it has been pointed out by several scientists like Hufbauer, Schott, Elliott (1990) or Dreznner (1999) that sanctions have only limited effect, they are being used increasingly by the EU after the end of the Cold War. Wälder (2001) stated that “U. S. economic sanctions are basically the result of domestic political pressure and that their formal objective is sometimes nothing more than a fig leaf for Congressional action demonstrating symbolic action, support, and allegiance to (...) domestic pressure groups.” In view of this, the question arises whether it could be that the EU – similar to the US – imposes sanctions under the pressure of domestic politics. Meunier and Nicolaidis (2006) have not only examined the economic power of the EU but have also explicitly stated that economic sanctions can be used to achieve any economic benefit. Their findings suggest that economic sanctions are not only of foreign but also of economic and domestic significance which would mean that sanctions serve not only the purpose of international policy but much more the purpose of economic policy and national interest groups. This paper summarizes the interactions of the defense industry with the use of economic sanctions and empirically analyzes the economic sanctions of the EU against Russia regarding their impact on the defense industry, on Russia and on the US as well as on itself.
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1. Introduction

Economic sanctions are an important foreign-policy tool used by main world powers in order to reach changes in the behavior of the respective target states. But since the end of the Cold War scientists have expressed concerns about the effectiveness of the economic sanctions. Hufbauer, Schott and Elliott (1990) examined a total of 115 sanctions imposed by the US between 1914 and 1990 and documented that only 40 of them were successful. According to them the effectiveness of US sanctions imposed after 1973 depreciated by
about 24%. In 1999 Drezner investigated the economic sanctions imposed by the Russian Federation in the 1990s and came to the conclusion that their effectiveness was only 38%. Given the relative low effectiveness level of the economic sanctions the question arises why main world powers continue to impose them. Drury (2005) presumes that “[p]oor economic conditions in the United States generally constrain the president from using economic coercion, while a large trade surplus is associated with sanctions use”. Wälder (2001) conceives that “(...) U. S. economic sanctions are basically the result of domestic policy pressures and that the formal objective is sometimes nothing more than a fig leaf for Congressional action demonstrating symbolic action, support, and allegiance to (...) domestic pressure groups.” (Drury, 2005) In his opinion, “[s]anctions, initiated by specific-interest or specific-value groups and carried out, often reluctantly and under pressure by states and subnational governmental actors, are therefore increasingly likely to be a factor for internationally operating businesses” (Wälder, 2001).

In 2006 Sophie Meunier and Kalypso Nicolaidis (2006) concluded that the European Union uses its economic influence and experience to exert considerable influence on its current and future trading partners and pointed out to the possibility of using sanctions to pursue economic goals. Given the widespread use and significant economic leverage of sanctions imposed by great powers, it can be assumed that economic sanctions affect not only the targeted country but also interest groups within the sanctioning country (EU), e.g. the defence industry. Therefore, it can be hypothesized that interest groups in the sanctioning country (EU) could try to influence policy decisions on sanctions. Indications of such internal political dynamics, which influence foreign policy sanction decisions, can definitely be found in the literature. So, the hypothesis mentioned above finds a basis in the literature suggesting that sanctions serve economic interests and thus not only fulfill a foreign policy function, but also – and perhaps even above all – have a domestic political significance. Sanctions would also serve economic policy and the purposes of national interest groups, rather than just the goals of international politics. The definition of sanctions and the framework in which sanctions are analyzed and assessed should therefore be reconsidered because that would make the classic definition of sanctions in political science obsolete.

The objective of this paper is to analyze the use of sanctions in domestic and economic policy dimensions. It focuses on the EU sanctions against Russia and their impact on the defence industry. Therefore the following hypotheses are to be verified:

H1) Interest groups try to influence policy decisions on sanctions to protect their economic interests.

H2) The sanctions fulfill not only a foreign policy, but also a domestic political function.

H3) Sanctions serve not only foreign policy, but also economic policy.

2. Methodology and Data

The sanctions not only apply to economic sectors such as machinery, oil and gas, banking or insurance, but also have a significant impact on the defense industry due to the export ban on dual-use goods, which is usually seen as a permanent part of sanctions. Since little attention has been paid to the impact of EU sanctions on the defense industry in the literature, the results of this paper should help to gain new insights into this aspect of sanctioning effects. As the impact of all EU economic sanctions on the defense industry cannot be comprehensively examined in this work, only an evaluation of the EU's sanctions on
Russia will be carried out by looking as well on the global development of the defense industry as at the changes in some components of the armaments industry hexagon like security situation, economic resources and political framework of the most important arms industry powers. i.e. the EU, Russia and the USA after the entry into force of sanctions. Thus, the development of the defense industry in the period 2012–2016, before and after the imposition of EU sanctions on the Russian Federation was examined in order to detect any changes in the defense industry. In addition, a comparison of EU sanctions against Iran, North Korea and Russia was essential to determine whether EU sanctions are in line with a basic pattern or whether they are repositioned differently depending on the case. This should provide insights into how the EU is acting in the event of sanctions. An analysis of the impact of EU sanctions on the Russian Federation on the security and political environment of the EU, Russia and the US, should provide new insights into the potential of economic sanctions as a sanctioning instrument and, in particular, desirable or undesirable effects of the political intervention in the arms market. The precondition of this project is to broadly outline the concept of the defense industry in its interaction with the concepts of economic sanctions, and on this basis to analyze in an empirical part not only the EU economic sanctions concerning their effects on the armaments industry and the purchase of armaments of the sanctioned country, but also the EU itself as well as non-participating third countries (USA). To accurately capture and predict this influence would contribute to a better understanding of the potential of economic sanctions as a sanctioning tool and, in particular, it would give a basic understanding of the complex effects of political intervention in the defense industry. Data, statics and reports from the following institutions and organizations are processed: OECD, SIPRI, EUROFRAME, TASS Russian News Agency, Statica, etc.

3. Results

Restrictive measures (sanctions) of the EU against Russia

With regard to the restrictive measures against Russia, however, abnormalities were observed which do not correspond to the EU’s standardized approach. While the EU has always acted on the basis of United Nations Security Council resolutions on sanctions i.e. against Iran (WKO, 2017) and North Korea (Resolution 2371, 2017 and WKO, 2017), in case of Russia it has already been active in the run-up to the “Reunification Referendum with Russia” (Standard, 2014). Striking is also the fact that the EU, only one day after the referendum and without any reaction from the UN, reverted with the COUNCIL DECISION 2014/145 / CFSP of March 17, 2014 concerning restrictive measures in the face of acts of territorial integrity, sovereignty undermining or threatening Ukraine’s independence and imposed restrictive measures against Russia on the same day by means of Council REGULATION (EU) No 269/2014 of March 17, 2014, although there is no irrefutable evidence against Russia to date. The title of both as well as the CFSP decision of the Council and Regulation (EC) 269/2014 is also special, since there is no direct link with Russia. It is also unusual that the UN reacted only 10 days after the EU imposed the first restrictive measures, with Resolution 68/262 not being adopted as usual in the UN Security Council, but by a vote by the UN General Assembly. The title of Resolution 68/262 – “Territorial Integrity of Ukraine” – also makes it difficult to associate with the Russian Federation. It is interesting to note that the resolution merely states that “the referendum held on March 1, 2014 in the Autonomous Republic of Crimea and the city of Sevastopol has not been approved by Ukraine” or that “the UN is calling on all states “(…) of actions aimed at the
partial or total destruction of the national unity and territorial integrity of Ukraine, including any attempts to alter, abandon and refrain from the borders of Ukraine by the threat or use of force or other unlawful means”. There was nowhere explicitly stated that Russia was involved in the conflict. The term “all states” is an open term and may also be extended to the EU itself or to the US. Point 3 of Resolution 68/262 “urges all parties to work immediately for a peaceful settlement of the situation in relation to Ukraine through direct political dialogue, restrain, all unilateral acts and inflammatory rhetoric that could exacerbate tensions, to refrain from and to fully engage in international mediation efforts”. Although the content of UN Resolution 68/262 is very vague and has no clear relation to any annexation of Crimea by Russia, the EU has used the Resolution as an opportunity to impose further sanctions on the Russian Federation. This gives the impression that the EU itself is not exercising the restraint demanded by United Nations General Assembly Resolution 68/262 nor working towards a peaceful settlement of the conflict through direct political dialogue. The imposition of restrictive measures (sanctions) on Russia had an impact not only on the global defense industry, but also on both the security situation and the political environment of the US, Russia and the EU, which also had consequences for military demands, economic armaments resources and the technological armaments advance. These restrictive measures have led to increase the competitive pressure of the major powers involved.

**Defense Industry**

According to SIPRI, 2 years after the EU imposed economic sanctions against the Russian Federation the world’s largest arms exporters in the period 2012-2016, continue to be the United States with a global market share of 33%, Russia 23% and the EU 21.7%. It can be assumed that amongst others also the Ukraine conflict has contributed to a competitive advantage of the US. Not only have US arms exports steadily increased by 2% per annum since 2014, but the US has continued to maintain its market shares despite the fact that the total market shares of the three major powers US, Russia and the EU is 0.3% below the value of the year 2013, and dropped to 77.7% of the global market shares in 2016. Both, the EU and Russia have lost market shares since the imposition of sanctions on the Russian Federation, which may also be due to the Crimean crisis. On the whole, the imposition of sanctions should have led to a massive 5% decline in Russian arms exports over the past two years, in favor of the United States, which gained 4% over the same period. The EU has also lost market shares due to the EU sanctions imposed on Russia, triggered by canceled arms deals, leading to a continued decline of European market shares in international arms exports, which has weakened the EU position vis-à-vis its US and Russian competitors.

<table>
<thead>
<tr>
<th>Year</th>
<th>USA</th>
<th>RUS</th>
<th>DEU</th>
<th>FR</th>
<th>UK</th>
<th>SP</th>
<th>IT</th>
<th>EU</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013*</td>
<td>29</td>
<td>27</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>2014**</td>
<td>31</td>
<td>27</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>21</td>
</tr>
<tr>
<td>2015***</td>
<td>33</td>
<td>25</td>
<td>4.7</td>
<td>5.6</td>
<td>4.5</td>
<td>3.5</td>
<td>2.7</td>
<td>21</td>
</tr>
<tr>
<td>2016****</td>
<td>33</td>
<td>23</td>
<td>5.6</td>
<td>6</td>
<td>4.6</td>
<td>2.8</td>
<td>2.7</td>
<td>21.7</td>
</tr>
</tbody>
</table>

Table 1: The Three Largest Arms Exporters of the World (USA, RUS, EU) and the Share of International Arms Export (in %) 2013–2016


Security Situation

According to the results presented in this work, it can be assumed that the security situation has changed significantly in the wake of the Crimean crisis both within the EU itself and in the major powers of the USA and Russia. Many EU member states are dissatisfied with the common Russia policy. (Bendiek, 2015) President Putin’s testimony of being “in two days in Riga, Warsaw or Bucharest” (vek/syd/AFP, 2018) has triggered uncertainty among most Eastern European EU Member States regarding Russia’s geopolitical intentions too. The Russian troop movements of the past three years near the EU border have helped many EU Member States perceive Russia as a threat. They are demanding not only harsher restrictive measures from the EU, but also a transfer of NATO troops to the EU external border with the Russian Federation. (Kapern, 2014) There is also a call for closer cooperation within the framework of the CFSP. (Lorenz, 2017) By contrast, other EU member states point to the failure of Russia as an important trading partner and important raw material supplier and its economic consequences. (Bendiek, 2015) The Ukraine crisis has strengthened Russia’s belief that Western alliances, notably NATO (Jedlaucañik, 2015), operating in the Russian neighborhood represent a significant source of danger with the aim of “encircling” Russia to extend the unipolar hegemony of the US led West also on Russia. From the Russian point of view, “revolutions” are only geopolitical instruments of the West, which are used to effect a system change in their own interest. Russia sees itself as the preserver and defender of the world against American interventionism. (Fischer, 2017) The US appears to be taking advantage of the Ukraine crisis to build a permanent US military presence on the EU’s external border with Russia. (Pax von, 2015 and Dewitz, 2017) As part of the European Reassurance Initiative (ERI), the US has set up its own positions in Germany, Poland, Romania, Latvia and Bulgaria in addition to NATO activities. (Bischof, 2015)

Political Framework

The Ukraine crisis has created new political frameworks within the EU for a common military strategy. (Lorenz, 2017) For example, on June 28, 2016, Federica Mogherini, the High Representative of the EU for Foreign Affairs and Security Policy, presented to the European Council the Global Strategy for Foreign Affairs and Security Policy, which implies a significant change in EU security policy. (Genderen, 2017) The President of the European Commission, Jean-Claude Juncker, also baked up the EU’s new Global Foreign and Security Policy with its proposal for a common headquarters, a European Defense Fund and permanent structured cooperation. (Barnier, 2016)

It seems that EU sanctions against Russia have strengthened the power of Russian President Putin both in the country and internationally. (Hill, 2016) According to the study published at the end of July 2017 by the state-run All-Russian Center for the Study of Public Opinion (WCIOM), over 83.5 percent of Russians were behind their president. (Sergeeva, 2018)

Joe Binder, the former US Vice President, presented his view on the power relations between the US, the EU and Russia in 2014. On one side stands the hegemon (the USA) and on the other side his vassals (EU and Russia). Biden publicly stated that the US, against its resistance, has led the EU to exert economic pressure on Russia. (JDS, 2014/Deutsche Wirtschafts Nachrichten, 2014/RT, 2018) Meanwhile, an increasing number of EU Member States are publicly opposed to EU policy of restrictive measures against Russia, as the entire EU has suffered economic losses of about 10% in 2014 from European-Russian trade, while at the same time American-Russian exchange of goods statistics increased by about 6%. (Roberts, 2018)
The US’s latest Russia sanctions, passed in August 2017, have worsened relations between the US and the EU, as the EU expects the US to seek to secure market share for its liquefied natural gas. (Fieber, 2018)

4. Discussion and Conclusions

The hypothesis (H1) that different stakeholders are trying to influence policy decisions on sanctions to protect their interests may be validated in the light of the impact of EU sanctions against the Russian Federation on the defense industry. The US arms industry, as such an influential group, has seen a significant 4% increase in its market share over the past two years, which is likely due in large part to EU sanctions against Russia. This interpretation is supported by the fact that the EU imposed sanctions only under US pressure. In addition, the sanctions against Russia were atypical and deviated greatly from the Guidelines for Implementing and Evaluating Restrictive Measures (sanctions) in the context of the EU’s common foreign and security policy. The confirmation of the first hypothesis also implies the confirmation of the second hypothesis that the sanctions not only fulfill a foreign policy function but also have a domestic political significance. Although the sanctions came from the EU, it is likely that the EU has acted as an instrument to enforce the interests of the US defense industry. Consequently, the third hypothesis, according to which the sanctions serve not only foreign policy but also economic policy, must be regarded as confirmed. These findings show that the sanctions have a more complex functionality than previously thought. Accordingly, their definition could be extended to classify them as an instrument of economic policy, which is used only under certain conditions. While it has been assumed to date that sanctions are only used to change the behavior of an international legal entity, it can now be assumed that sanctions may be imposed by various states or international organizations under pressure from various interest groups pursuing purely economic interests in order to secure economic benefits for these groups.

The present inquiry relates only to EU sanctions against the Russian Federation. Therefore, it would be useful to further analyze further sanctions not only from the EU but also from other major powers in order to verify the generalizability of the results presented here. In doing so, the focus of the investigations could be adapted to gain insights into the impact of sanctions on various sectors of the economy, such as machinery, oil and gas, banking or insurance. In addition, political science should in future not only analyze the economic interests of the sanctioning countries, but also of their allies – for example, from the USA as an ally of the EU – and derive further findings from it.

References


MiFID “Gold-plating”: Divergences in the EU’s Capital Markets Union

Daniel Scire

1Department of Economics, Faculty of Business and Economics, Mendel University in Brno, Zemědělská 1, 613 00 Brno, Czech Republic, e-mail: xscire@mendelu.cz

Abstract

One of the objectives of the European Commission’s Capital Markets Union (CMU) initiative from 2014/2015 is to achieve a single rule book in the EU. This initiative was kicked off in parallel with a significant revision of the Markets in Financial Instruments Directive – originally implemented in 2004. This paper analyses the level of divergences in the implementations of the Markets in Financial Instruments Directive (MiFID) which has strong impact on financial markets participants. Unlike EU regulations that become directly applicable in all member states, EU Directives require an additional national implementation. Seven countries including some of the largest EU financial markets (incl. UK and Germany) are in scope of the national implementation analysis. The research results show that the type of divergences contrast with the CMU initiatives. These divergences referred to as “gold-plating” can cause significant operational hurdles for cross-border market activities within and outside of the EU. Nevertheless, with exception of UK, the number of gold-plating under MiFID II was found relatively low, but in some member states a divergence is identified due to early implementation of MiFID II measures. The paper concludes with a summary of observations and recommendations (including the implementation of a score methodology) for EU policy makers who intend to reduce or avoid unwanted divergences from the CMU initiative’s goals.
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1. Introduction

This paper discusses the divergences identified as part of the research into the national implementation of the Markets in Financial Instruments Directive (MiFID, the Directive)\textsuperscript{53}, which are believed to be potentially in contrast with the European Commission’s efforts on the Capital Markets Union (CMU). One of the CMU’s goals is to achieve a single rule book across the EU member states.\textsuperscript{54}

Divergences can arise from member states adding requirements that go beyond those contained in the respective EU Directive and consequently results in an unlevel playing field. This practice is also referred to as “gold-plating” and shall give member states a level of flexibility in the actual measures to achieve the goals of the directive. However, Bocci et al. (2014, p. 27) highlight that negative economic implications are not only to be expected for public administration due to higher transaction costs or inefficiencies, but in general, gold-plating can be disproportionate to achieve their expected benefits.

As a countermeasure, EU legislators are using more increasingly regulation to achieve higher level of consistency in the EU. Regulations do not require additional implementation into national law. More recent examples are the Market Abuse Regulation, the European Market Infrastructure Regulation or the General Data Protection Regulation. MiFID was implemented together with a set of rules that have been implemented as regulation (Markets in Financial Instruments Regulation, MiFIR) and Commission delegated regulations. These will not be considered for research, as regulations due to their nature do not trigger divergences per se. The European Commission had already considered in its December 2010 consultation paper to remove the opportunities of gold-plating, as they had seen member states only making relatively little use of this opportunity.\textsuperscript{55}

The first version of the Markets in Financial Instruments Directive became effective in 2007. The European Commission intended to achieve a single financial market for investment firms with harmonized investor protection across the EU. Shortly after the effective date, the financial crisis of 2008 revealed new challenges that had to be addressed with a revised version that became known as MiFID II.

MiFID II has become effective on 3 January 2018. One of the key goals of this directive is to further strengthen investor protection and to support market integrity.

The author intends to contribute to research information by adding more general understanding on the divergences caused by member states who opted for gold-plating. These measures will be analysed to assess the impact on the CMU goal of keeping a single rule book, e.g. by considering the cross-border implications for market participants, entry hurdles created or additional complexity. Kotz et al. (2017) have also identified that a more homogenous financial infrastructure may bear less risk of de-stabilisation in financial crises.

The results are expected to give a better insight into the level of the harmonisation in the financial markets and to identify those member states who are more at risk of achieving the EU’s goals on harmonisation. Given that an indexing methodology is being applied to express the level of divergence, the European Commission may consider such approach for other legislative measures that are expected to potentially lead to gold-plating.

\textsuperscript{54} See also European Commission (2015), Green Paper “Building a Capital Markets Union” (p. 5).
2. Methodology and Data

2.1. General Research approach

To achieve the paper’s objectives, a legal comparison will take place between the original directive text of MiFID II and relevant texts of the national implementation by identifying those parts where the legislators would allow a divergence. Such texts are made available by the national competent authorities (incl. regulator’s websites), public legal databases and the Commission’s website. The author will make specific use of the EUR-Lex database. The paperwork in relation to MiFID II consists of more than 20,000 pages when including any regulatory technical guidelines, supplements, consultation papers etc. To narrow the scope of and search for gold-plating measures to look for, Clifford Chance International Regulatory Updates (weekly newsletters) in the period from 10 September 2013 to 3 January 2018 are being evaluated (a total of 193 regulatory updates). These newsletters had been collected and archived as part of the author’s professional role. New subscriptions are available from the legal firm’s website. The author has been involved in the last years in the implementation of MiFID requirements and was regulatory subject-matter expert of the MiFID 2 project at the employer’s MiFID project team.

An additional source to identify any gold-plating measures and to validate against Clifford Chance information, the fee-based subscription service by Simmons & Simmons is being used. It is believed that the combination of these sources are designed to create a full picture of the number of gold-plating measures and to allow the actual assessment of divergence of these legal measures. Where necessary, any of the individual regulatory measures are being checked against the member states’ legislative implementation measures from the EUR-Lex database.

The countries in focus of this analysis are some of the biggest and/or well-established financial markets within the EU who have fully implemented MiFID II: UK, Ireland, Germany, France, Italy, Belgium and Netherlands.

While focus is on MiFID II, some of the member states have implemented financial market rules that gold-plating MiFID I, e.g. by creation of an additional regulatory framework. Some countries are also known to have adopted rules prior to the implementation requirement of MiFID II, which will be considered as part of the analysis.

The author also has long-standing professional experience (more than 20 years) as regional regulatory expert in the financial service industry.

2.2. Gold-Plating Index – GPI (MiFID II)

The results will feed into a divergence-based gold-plating index GPI (MiFID II) that will consider the following factors with a combination of points and weightings (applying the

---


57 Free-of-charge subscription is available upon request from Clifford Chance (legal firm) e.g. at URL: https://financialmarketstoolkit.cliffordchance.com/en/home.html (last accessed at 3/21/2018).

logic of a decision-making matrix). The higher the score, the more gold-plating measures are being observed in any of the jurisdictions.

I.(nL) Number of individual legislative texts used or required to transpose the directive into national law. This information will be obtained from the EUR-Lex web database. A high number of transition requirements indicates that the country has a fragmented legislation, which contrasts with a single rule book approach and adds to the complexity within the EU.

This item will receive a 10% weighting reflecting that this factor does not constitute gold-plating per se, but a higher number of rules results in more fragmentation rather than the simplicity of having a single rule book. Per number of legislation, half a point (0.5) will go into the GPI (MiFID II).

II.(nD) Number of actual thematic divergences. For analysis purposes, the Directive will be split into 4 impact areas consisting of Sales & Distribution, Research & Trading, Operations and Governance & Organisational. This categorisation follows the directive’s themes with a total of 33 categories. This factor will receive a 60% weighting of the overall calculation given that these are actual gold-plating measures identified that have either a low (1 point), medium (5 points) or high impact (10 points). The significance has been assessed by the author (on the basis of his initial assessment and professional experience in implementing regulation across Europe as Regional Head of Compliance in the financial service industry).

A “low” categorisation does reflect that the economic impact for market participants is not expected in major magnitude. Medium ratings are assigned to those measures that can likely lead to market participants experiencing a level of unwanted disruption, e.g. in form of market entry hurdles, transaction costs etc. that go significantly beyond a low item. If these disruptions are actually expected to be very significant, then the category shall move to high impact. There can be more than one gold-plating measure in the legislation per category, so the overall measures within one category will be considered. All categories are equally weighted due to the same logic being applied. Given that the assessment can vary from one regulatory to the other, it could be considered that an independent expert team is being formed to finalise such assessment.

Table 1: MiFID Thematic Split

<table>
<thead>
<tr>
<th>Sales &amp; Distribution</th>
<th>Research &amp; Trading</th>
<th>Operations</th>
<th>Governance &amp; Organisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2) Inducements</td>
<td>10) Client Classifications</td>
<td>18) Best Execution</td>
<td>26) Commodity Derivatives Pos. Limits</td>
</tr>
<tr>
<td>4) Client Asset Protection</td>
<td>12) Conflicts of Interest</td>
<td>20) Telephone &amp; Electronic Recording</td>
<td>31) Remuneration</td>
</tr>
<tr>
<td>6) Product Definition</td>
<td>14) Client Orders</td>
<td>22) Pre-trade transparency</td>
<td>33) IT Security</td>
</tr>
<tr>
<td>7) Independent advice</td>
<td>15) Client Agreements</td>
<td>23) Algorithmic trading</td>
<td></td>
</tr>
</tbody>
</table>
III. (nEI) Number of early implementations (ahead of MiFID II). As some member states may have already gold-plated legislative measures under MiFID I that did not require further implementation under MiFID II, this factor is being introduced to account for 1 point per measure. Given that these measures have now been aligned, the factor is supposed to demonstrate the level of timing-related divergences within the EU. Per early-adoption (prior to MiFID II become effective), 1 point is being assigned and a total of 30% weighting is being applied.

It will neither be analysed whether the implemented measures are actually in compliance with MiFID or EU law in general nor whether they are designed to meet the objectives of the policy-maker.

The overall result expressed by the GPI (MiFID II) score is supposed to answer the research question, in which magnitude the in-scope member states contribute to the divergence of legislation within the EU by using the example of a major financial markets legislative measure.

3. Results

The Commission reported an implementation status of 61% (17 out of 28), as 5 member states had still not communicated any measures and 6 member states had only partially communicated implementation. In total, 19 member states have come under the European Commission’s infringement proceedings triggered by late or incomplete notification of transposition of MiFID II into national law. As part of the research into gold-plating measures, there were some inconsistencies in the information provided by the legal firms Clifford Chance (CC) and Simmons&Simmons (S&S) as to what might be considered as implementation going beyond the directive’s text. The following table highlights the level of those deviations identified by the author. In doubt, the author decided which of the legal firms’ views to follow as the impact assessment will also sit with the author. The following table indicate some statistics on identified measures:

Table 2: Legal Database Research statistics

<table>
<thead>
<tr>
<th>Source / number of items</th>
<th>UK</th>
<th>BEL</th>
<th>FRA</th>
<th>GER</th>
<th>IRL</th>
<th>ITA</th>
<th>NED</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC newsletter w/ref. to country</td>
<td>193</td>
<td>32</td>
<td>79</td>
<td>119</td>
<td>21</td>
<td>78</td>
<td>67</td>
</tr>
<tr>
<td>CC newsletter with reference to MiFID1/2+country</td>
<td>121</td>
<td>22</td>
<td>50</td>
<td>76</td>
<td>12</td>
<td>54</td>
<td>40</td>
</tr>
<tr>
<td>CC Gold-plating measures MiFID1/2 identified</td>
<td>19</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Gold-plating measures S&amp;S MiFID 1/2</td>
<td>23</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Consolidated own results</td>
<td>21</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

The identified items (table 2) have been consolidated in order to assign them to those categories as laid out in table 1. This resulted in case of UK a reduction of items, as multiple items where falling into the same category. When applying the indexing methodology, the results indicate that the member states do deviate in terms of gold-plating activities on

59As of 13 February 2018
the level of implementing measures. The member states in scope of this analysis required up to 10 different legislative measures to implement MiFID II with Ireland, Germany requiring only one measure. UK and Belgium are at top of the league with 10 individual measures.\footnote{Czech Republic who are not part of this analysis are leading on nL in the EU with a total of 73 and on the basis of the indexing methodology would achieve a score of minimum 3.65.}

Table 3: GPI (MiFID II) Evaluation

<table>
<thead>
<tr>
<th>Member state</th>
<th>nL (10%)</th>
<th>nEI (30%)</th>
<th>nD (60%)</th>
<th>low: 1; medium: 5; high: 10</th>
<th>GPI (MiFID II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK</td>
<td>10</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>15 low; 30 low; Kat. 32 low</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.5</td>
<td>9</td>
<td>9</td>
<td>0 N/A</td>
</tr>
<tr>
<td>Belgium</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>0 N/A</td>
</tr>
<tr>
<td>France</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1 Kat. 30 low</td>
</tr>
<tr>
<td>Ireland</td>
<td>1</td>
<td>0.5</td>
<td>2</td>
<td>2</td>
<td>1 Kat. 4 low</td>
</tr>
<tr>
<td>Netherlands</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1 Kat. 2 low</td>
</tr>
<tr>
<td>Italy</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>0 N/A</td>
</tr>
</tbody>
</table>

The review of the member states’ measures to implement MiFID II reveals that 3 countries have not applied any gold-plating measures, however, this is mainly due to those countries (Belgium, Germany and Italy) had already implemented few measures ahead of MiFID II resulting in stricter standards in the EU as expected (see nEI).

While research indicates that these countries cannot be classified as “gold-platers” under MiFID II, it does not necessarily mean that full harmonisation is being achieved in these markets. Germany has decided to leave around 37,000 financial advisors yet exempted from having to implement MiFID II requirements, as these market participants are under a different legislative act. Practically, this will mean that investors are to expect a lower level of investor protection, which contrasts with the aim of MiFID II despite Germany had officially reported of having fully transposed the directive. Both Belgium and Italy apply regulatory measures that go beyond the practices required in other member states. Belgium does require full submission of all marketing documents for financial instruments that are targeting the general public, which is practically adding a form of regulator approval. Italy has requested that all marketing material are submitted to the regulator (without a need for an approval), while e.g. in Germany no submission is required at all.

Although all previously mentioned examples are not material, it demonstrates the divergence of regulatory practices of financial regulators within the EU that can cause operational hurdles to market participants.

\footnote{The category numbers correspond to those highlighted in table 1 on MiFID Thematic split.}
Despite the UK already having gold-plated six different areas of MiFID II – this is mainly due to the so-called UK Retail Distribution Review, which introduced stricter requirements on inducements and selling practices towards the general public, this member states tops the league with almost every second MiFID theme (see categories from table 1) having become subject to gold-plating measures.

The second highest “gold-platers” of MiFID II had each only one measure beyond the directive’s requirements (France, Ireland, Netherlands), which were all assessed to be low form of divergences. In Ireland, the client asset rules (Kat. 4) had been subject to gold-plating before MiFID became effective and constituted gold-plating both under MiFID I as well as under MiFID II.

4. Discussion and Conclusions

With home to the most important financial market in Europe, the UK are also by far the biggest “gold-platers” of their financial market. The Brexit, hence, the formal decision for the UK to leave the EU28 could actually lead to more harmonisation within the CMU once UK is no longer part of the EU.

Although the research indicates that gold-plating measures for the countries in scope have been relatively low, the behavior of other member states not to implement the rules in the first place should be an area of concern for the European Commission. With infringement imposed on 19 countries, it questions whether the pace of the MiFID II implementation was supported sufficiently by the national authorities.

While this area has not specifically been looked into, it is worth being followed up by the Commission to expand its research into divergences not only from legal analysis of implementation measures, but actual divergences from different regulatory practices. As for MiFID, most regulatory guidelines on the interpretation of such often principle-based directive at national level are expected to be issued during 2018, which are not yet reflected in this paper and that could have an impact on the scores.

Unlike the Financial Conduct Authority in the UK, many regulators in Europe have only administrative powers to release guidelines or additional requirements but those can still result in being in contrast with the spirit of the regulation and the CMU efforts though. Court rulings do not need to reflect the regulator’s interpretations or guidelines, however, are also known to follow such positions frequently.

BaFin (Bundesanstalt für Finanzaufsicht), the German financial regulator have announced on 15 February 2018 that, in principal, they would aim to adapt all guidelines or Q&As of the European Supervisory Authorities into their administrative practice in the interest of achieving harmonization of European Regulatory standards going forward. In the same announcement, BaFin claims that with roundabout 180 active guidelines and more than 3,000 Q&As, they would have only dismissed such practices in few cases and only limited to those scenarios where an adaption would have resulted in a clash with existing German regulatory practice. Such measure would also be welcomed for other national competent authorities under the CMU perspective.

Véron/Wolff (2016, p.146) opine that regulatory arbitrage should be avoided with market participants, if enforcement of capital markets regulation in the EU would sit more centralized with the European Securities Markets Authority (ESMA). Such arbitrage could

---

exist where market participants choose to establish their license in a country where they expect a preferential level of supervision.

The European Central Securities Depositories Association (ECSDA, 2015) have lobbied for measures that shall prevent divergences deriving from EU rules into national law in general, as these are also seen to create potential economic impact in form of competitive distortions. Such measures shall include monitoring, prevention or other forms of addressing actual divergences.

More legislative measures in form of regulation could lead to harmonisation within the EU, as the example of MiFID demonstrates that divergences are still observable. As a regulated market representative, ECSDA believe though that CMU goals will not only be achieved by regulation, but by allowing more market-driven solutions that they believe to be more effective. However, this is believed to be a measure that EU legislators would have to assess in the beginning any way whether the intended measures could be achieved in another form or whether self-regulation in the markets would be acceptable instead.

The Commission could lead an effort to measure GPI (legal measure) for all type of key directives or could expand this to an aggregated figure to introduce a measure for the consistency with the CMU efforts. Such GPI score could also result in incentives for those member states that support the CMU or sanctioning those who score in an unwanted magnitude.

Further research into the national regulatory administrative activities useful – even in case of regulations rather than directives – given that administrative measures by regulators become practically for those companies under their supervision a standard they can hardly ignore.
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Abstract

This article deals with the design and implementation of a reusable fluid responsive layout for websites. The implemented solution includes an elastic grid layout that ensures responsive layout of the elements. The solution also includes an elastic typography that ensures smooth font size changes depending on the width of the browser window. The features of elastic typography are then used and applied to the box properties of selected elements placed on the page. Thank to these features, the implemented solution ensures smoothly changing sizes of fonts, elements and spacing between them and better maintains the relative proportions between the elements on the web page. This solution can be used to create webpages. It can be also used as an inspiration for extending existing libraries or frameworks, such as Bootstrap. The goal of this article is the implementation of fluid responsive layout and its description and summarizing the benefits in the production area.
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1. Introduction

Already when designing web pages, their designers try to make them look, especially for the best possible clarity and readability. For better design of these pages are helped so-called grid system, which were originally taken from the area of printed publications (Boulton, 2014).

Various frameworks have been created to facilitate the creation of website templates. These frameworks include their own implementation of a grid system such as Bootstrap (Bootstrap, 2018), Foundation (Foundation, 2018) or Materialize (Materialize, 2018). At present, every significant framework (such as Bootstrap or Foundation) also provides a responsive behavior for this system. When it is used correctly, it will ensure good display of web pages on a variety of devices, such as tablets, mobile phones, etc.
Frameworks implementing the responsive behavior of the grid system define the widths of individual columns using percentage values to preserve fluid distribution which is the basic assumption of responsive design (Marcotte, 2010). To facilitate the creation of templates, they also define margin and padding helper classes applicable to any elements. Font sizes are typically set to a default browser value of 16px. If it is necessary for a webpage to change the font size or element size for a certain width (using a media query) it is appropriate to use the rem units based on the default browser font size or change this default value. (Kadlec, 2014).

It is common practice that the changes in the size of the elements and the fonts, or the horizontal or vertical spacing, are jumps. Due the jump changes, in some situations (just before the next media query), there may be a significantly inappropriate web page layout. For this reason, it is designed and implemented the solution which solves this problem and ensures the smooth changes.

This article deals with the elimination of this behaviour and uses the knowledge of elastic typography. Thanks to this, it is possible to provide fluent changes in font sizes or horizontal or vertical paddings and margins and ensure a better proportionally balanced distribution of elements relative to screen size on most devices.

The described solution can be used to create websites or as an inspiration for extending existing frameworks or own websites.

2. Methodology and Data

Implementing a solution that provides elastic typography and eliminates jump changes when applying CSS rules at specified breakpoints makes sense if it does not already contain one of the frameworks.

Therefore, it is necessary to conduct a research. The research should be done in the most common and most widely used CSS frameworks. Because it is not possible to accurately determine the representation of the individual frameworks on the Internet another method should be chosen using the own methodology described in the following text.

2.1. Current state

The research needs to be started in a rather vague way by browsing the popular educational articles on the Internet. In these articles, we can find the views and experiences of people who are interested in CSS frameworks and their references can be considered as the initial guideline for collecting a group of more important and competitive frameworks. Based on this data collection, it is necessary to establish objective evaluation criteria. These criteria include the popularity of GitHub which tells a certain degree of popularity among developers. Other criteria include quality of documentation, modularity, browser support, responsive behavior, preprocessor usage, license and the number of commits demonstrating active development. Certain value can also be the company behind the development. Based on the set criteria, 5 significant CSS frameworks have been selected, which are listed in the following table by popularity on GitHub.

Based on this research it has been determined whether individual frameworks provide responsive behaviours using elastic typography and whether they provide smooth font size changes or fluent changes in vertical or horizontal gaps and prevent jump changes in layouts.
Table 1: The current state of the CSS framework area as of February 26, 2018

<table>
<thead>
<tr>
<th>Framework</th>
<th>GitHub stars</th>
<th>Commits</th>
<th>Modularity</th>
<th>Preprocessor</th>
<th>Licence</th>
<th>Creator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bootstrap 4</td>
<td>122228</td>
<td>17557</td>
<td>Yes</td>
<td>SASS</td>
<td>MIT</td>
<td>Twitter</td>
</tr>
<tr>
<td>Semantic UI</td>
<td>39757</td>
<td>6508</td>
<td>Yes</td>
<td>LESS</td>
<td>MIT</td>
<td>J. Lukic</td>
</tr>
<tr>
<td>Materialize</td>
<td>31532</td>
<td>3687</td>
<td>Yes</td>
<td>SASS</td>
<td>MIT</td>
<td>Google</td>
</tr>
<tr>
<td>Foundation</td>
<td>27020</td>
<td>15291</td>
<td>Yes</td>
<td>SASS</td>
<td>MIT</td>
<td>ZURB</td>
</tr>
<tr>
<td>Bulma</td>
<td>24767</td>
<td>879</td>
<td>Yes</td>
<td>SASS, Stylus</td>
<td>MIT</td>
<td>J. Thomas</td>
</tr>
</tbody>
</table>

Source: Bootstrap, 2018; Semantic UI, 2018; Materialize, 2018; Foundation, 2018; Bulma, 2018

It has been found that this behaviour does not provide any of the frameworks examined and therefore a solution has been proposed and implemented that eliminates jump changes in font sizes and layouts and contribute to better proportional changes.

The implementation of a fully fluid responsive layout can be divided into three basic parts. The first part is the implementation of so-called elastic typography. The second part is the implementation of responsive layout grid. The last part it the implementation of helper classes using elastic typography features.

### 2.2. Elastic typography

Typography can be described as an atomic and basic unit for designing and creating a website. Typography of a web page basically determines the framework for everything that attempts to communicate in some way with boxes, grids, CSS properties, and other elements that make up the page itself. It is necessary to have a well-designed and implemented typography for the creation of the web because it represents its foundations. (Rutter, 2017).

The development of responsive websites generally recommends using relative units, especially rem, em and percent. These units can be flexibly changed using so-called breakpoints (depending on the screen size) by setting their base. Because of the setting of these breakpoints, there are skip changes of these sizes and these changes are related to skip changes in the layout.

Another problem may be the disproportionate size of the font as well as the paddings and margins of the elements or their size and distance between them just before applying the breakpoint (Kadlec, 2014).

These skip changes can be eliminated using relative units calculated from the screen size of the browser (so-called viewport units). If the browser window size is changed, the property sizes defined in those units in the appropriate ratio will change. This property is why these units are suited to creating elastic typography that prevents skip changes of font sizes and greatly contributes to preserving individual proportions relative to the size.
of the browser window. The following units can be calculated from the window size (W3C, 2016):

- **vw** – (“viewport width”) is equal to 1% of the viewport’s width.
- **vh** – (“viewport height”) is equal to 1% of the viewport’s height.
- **vmin** – (“viewport minimum”) represents the smaller value of 1vw and 1vh.
- **vmax** – (“viewport minimum”) represents the bigger value of 1vw and 1vh.

The basis for elastic typography is the continuous calculation of font size values. This calculation is done using the CSS function Calc. The formula for calculating the font size is shown in the following figure.

When resizing the screen, this function always returns the current font size. In this function can be commonly used units such as pixels, ems and rems. The limitation is only to use units of the same type.

![Mathematical function for smooth font size changes](Source: Riethmuller, 2016)

2.3. **The grid**

The grid system is a structure comprising a series of horizontal and vertical lines, used to arrange content. When implementing a response grid, it is necessary to determine the basic building blocks for the layout. Generally, they are a wrapping container, a row, a column, and gaps between them. The wrapping container determines the overall width of the website’s content (Hampton-Smith, 2016).

![Elements of the grid system](Source: Drewniak, 2014)

The most important part is the determination of the approach for the implementation of individual columns. An approach based on identifying the column as an inline-block element was chosen. When the column is displayed as an inline-block element, the columns are stacked in sequence and no other properties are needed (e.g. float). The advantage of this approach is the ability to apply text alignment to these columns.
Elimination of spaces (as spaces between letters) between columns due to display as an inline-block element is solved by a negative letter spacing value (Casario et al., 2013). For each column in the grid is set the box property to the value border-box. This feature ensures that the overall width includes paddings and borders (W3C, 2017).

When implementing the columns, it was also necessary to determine how the spaces between the columns would be created. Below you can see possible approaches to creating spaces between the columns. In this implementation was selected approach using a one-sided left gutter (Hampton-Smith, 2016).

Figure 4: 4 possible ways to create columns and gutters
Source: Liew, 2016

2.4. Elastic properties

For implementation of the fluid distribution of elements, it is necessary to determine the properties for which it is meaningful to implement the solution. If the font size is lost, the remaining properties can be determined from the structure of the elements themselves. This element structure is standardized by the W3C consortium using the so-called box model, which is determined by the width of element content, padding, outer border, and margin (W3C, 2017).

According to the specification, the width of the box is primarily determined by its own content. It can also be set by block layout and limited by the grid column or directly set by the width property. In this case, it is not appropriate to apply elastic properties to the width element even if possible.

The outer border of the elements is appropriate to set by the specification (and practice confirms this) via fixed values and therefore the use of elastic properties is inappropriate.

Paddings and margins are typically set for individual elements such as headings, tables, lists, etc., and determine the proportions of the individual elements and it is therefore appropriate to apply elastic properties to them. These properties can be applied using general classes such as the Bootstrap framework (Bootstrap, 2018).

For the application of elastic properties, it is appropriate to use the aforementioned equation for calculating the font size. Instead of the minimum and maximum font sizes, the minimum and maximum padding or margin will be determined.
3. Results

The result of this article is the design and implementation of a fully fluid responsive layout. The whole process is described below. The solution can be used as a framework for website development, which implements typography and a responsive layout of elements that enriches fluid properties, making it easier to maintain proportions on the page. This solution is created as an alternative to the current css frameworks, and it is a standalone solution, not an extension of any of the existing frameworks.

3.1. Implementation

The solution is implemented only in CSS and HTML. The Stylus preprocessor was used to simplify code management and automate production processes. Stylus makes it very simple to write, and its programming features adds to the solution an elegant source code. For source code translation and automation of the whole process, was used the Grunt.js automation tool running in the JavaScript ecosystem Node.js.

The implementation has been divided into three parts. The first part concerns the implementation of elastic typography. The next part involves implementing a responsive layout grid. In the last part are created helper classes using elastic typography features for smooth and proportional changes.

Elastic typography is based on continuous font size calculations between boundary points. This calculation can reach maximum values corresponding to the maximum font size (see calculation functions) depending on the screen width. On the contrary, the minimum value corresponds to the minimum font size depending on the screen width.

Implementation in the Stylus preprocessor has been divided into three files:

- File with variables – this file contains variables with metrics (modular scales) – font sizes, line heights and breakpoints. Here is appropriate to use the object notation for definition the properties.

- File with mixins – this file contains so called mixins that will generate fluid CSS properties, namely fluid typography and fluid vertical spacing. Mixins take as parameters: the property that has to be fluid, their minimum and maximum size and optional parameters that determine the fluid behavior at set screen width intervals.

- File with definitions of CSS properties for content elements – the file contains properties for definition the appearance of content elements, such as headings, paragraphs, lists, etc. Here can be called created mixins.

The second part of the implementation was focused on creating a grid system. It contains the creation of a mixin that generates individual columns (classes defining their width). This mixin takes three parameters. These parameters are the number of generated columns (12, 16, 20, ...), the name of class prefix and the name of class postfix. The class prefix serves to indicate that it is a column, in this case it is marked as .gcol (g as grow). Postfix is used to marking the device (width of viewport) for which it is defined and identifies the media queries that will be apply to it. For simplicity were created three postfixes (ds – desktop style, ts – tablet style, ms – mobile style).

The last part of the implementation deals with the creating of helper classes with the elastic typography features. For automation of generate these properties were created two mixins. The first mixin is used to create the margin property and the second for the
padding property. Both mixins generate several classes (based on variable values) similarly to the Bootstrap framework. Generally, the class names are in the following format: \{property\}{side}-{\size}, where

Property is:
- m – for a class that sets the margin,
- p – for a class that sets the padding,

side is:
- t – for a class that sets the top margin or padding,
- r – for a class that sets the right margin or padding,
- b – for a class that sets the bottom margin or padding,
- l – for a class that sets the left margin or padding,
- h – for a class that sets the horizontal margin or padding,
- v – for a class that sets the vertical margin or padding,

And size is (depending on the content of the variable):
- xs – value for class with postfix xs (min. 4px, max. 5px),
- small – value for class with postfix small (min. 8px, max. 12px),
- normal – value for class with postfix normal (min. 16px, max. 20px),
- large – value for class with postfix large (min. 20px, max. 32px),
- xl – value for class with postfix xl (min. 24px, max. 48px).

The result of the implementation is a responsive layout grid that adapts flexibly to different screen sizes. A key part of the solution is the implementation of elastic typography, which ensures smooth font size changes depending on the width of the browser window and eliminates their jump changes. Based on the elastic typography was also implemented a solution using smooth font size changes. This solution produces helper classes to determine the size of the paddings and margins of the elements and provides smooth changes in their size depending on the current browser window size. The implemented solution responds flexibly to different browser window sizes and also contributes to fluent font size changes and padding and margin size changes to better maintain the relative proportions of elements on the page.

The resulting solution can be used as a framework for creating websites without using another CSS framework or thanks to the implemented elastic typography and elastic properties it can be used as inspiration or extension for any of the existing frameworks that do not provide this behavior.

The benefit of this solution is to eliminate jump changes. When the size of the browser window changes it provides smooth changes to the font sizes, padding sizes, and margin sizes and making it easier to maintain the relative proportions of the elements on the page. From a financial point of view, it is not possible to make a clear benefit to the use of this solution for website development. This solution is more to be seen as added value to websites that can offer their visitors a more compact look, better user friendliness and more professionalism. The main benefit of this solution is therefore the competitive advantage that it offers through the implemented behavior compared to other frameworks.

The solution is available at: https://akela.mendelu.cz/~xschuber/elastic-layout. The code and the documentation are released under the MIT License.
4. Discussion and Conclusions

In general, the implemented solution may be in some cases limited by the used units. While using the viewport-percentage lengths there can be some problems with support in older browsers. In this article will be used only vw units that have the following support: Internet Explorer 9+, Mozilla Firefox 19+, Google Chrome 20+, Safari 6+, Opera 15+. Mobile platforms: iOS 6.1+, Android 4.4+ and Opera Mobile 37+ (Can I use, 2017). For browsers that do not support these units is appropriate to offer a fallback option in pixels. However, currently it is losing importance because fewer and fewer users are using older browsers.

The specific constraints are in the used implementation tools. The solution was implemented in the Stylus preprocessor, and the translation of source codes was provided by the Grunt.js automation tool running in the JavaScript ecosystem Node.js. However, these technologies are widely used and well documented, so I do not see a major barrier to use.

Because the framework is designed and implemented as a standalone solution, it is not entirely appropriate to combine it with other frameworks because there may be conflicts between class naming. However, this is a common problem when using multiple frameworks at a time.

As is clear from the previous research, most of the widely used frameworks are implemented the SASS preprocessor. The current solution is created via the Stylus preprocessor, which is better suited for this implementation. Bootstrap, which uses the SASS preprocessor, is the most widely used framework of the present time, and it would be a good idea to implement the whole solution in this preprocessor. Another next step could be to design an implementation process in Bootstrap or other framework.
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Abstract

The aim of the study is analysis of the financial situation of Polish hospitals, commercial and non-commercial ones. While non-commercial hospitals constitute quite homogenous group, commercial ones are very diversified – comprised of small private entities, as well as big, commercialised public hospitals. We pose the following research hypotheses: (H1) hospitals operating in the form of companies have higher profitability; (H2) hospitals operating in the form of companies have lower debt indicators, (H3) hospitals operating in the form of companies are in better financial condition. Our major findings: (1) hospitals operating in the form of companies do not reach higher profitability or efficiency; (2) in the case of non-commercial hospitals debt ratios are significantly higher than in the case of companies; (3) financial health is generally poor, although clearly better in the case of hospitals operating as a company. We analyse 184 hospitals (2015 year). Data comes from EMIS Database.

Keywords: hospitals, debt, profitability, form of activity
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1. Introduction

The literature clearly confirm, that hospital’s financial health affect the quality of provided services. Many hospitals in Poland struggle with financial problems. The causes of this condition are very different – from the low level of health care funding to poor management. As a result, most hospitals passed, or passes, the restructuring processes. Part of
hospitals was commercialized – transformed into a commercial companies (a limited liability company or, rarely, joint-stock company). This applies above all to the hospitals, which were highly indebted – changing the form of business is to limit the process of accumulation of debt. This way, on the market of stationary benefits, next to public hospitals operating in the form of SPZOZ and strictly private entities, hospitals operating in the form of companies with majority public capital appeared (non-public hospitals owned, fully or partially, by local authorities, comp. Dubas, 2010; Bokiej, 2006; Węgrzyn, 2006).

This process encourage us to formulate the research question: whether the form of activity stimulate managers to different behaviour? The aim of this study is to analyse, if hospitals operating in the form of commercial companies, obtain better financial results. We pose several research hypotheses:

(H1) hospitals operating in the form of companies have higher profitability;
(H2) hospitals operating in the form of companies are characterised by higher efficiency;
(H2) hospitals operating in the form of companies have lower debt indicators.

In the design of the study, we assume, that the change of a form of activity stimulates managers to change their behaviour hospitals (Czypionka, Kraus, Mayer i Röhrling, 2014) (Deily, McKay i Dorner, 2000). The form of activity affect the mix of benefits offered. Public hospitals, acting in the public interest, often offer benefits, which are unlikely to provide by other type of hospitals, for example unprofitable ones (Horwitz, 2005), (Horwitz, 2007), (Chen, Bazzoli and Hsieh, 2009). Generally, the objective of hospital-companies should be to maximise profit – this assumption seems to be valid in the case of hospitals (expect non-profit entities), having a private owner, however, even if the owner is a public, or a hospital is non-profit, or not-for-profit one, it should at least maintain financial stability and generate a profit to finance future investment (Gentry, 2002).

We also assume, that hospitals operating in the form of companies should strive to minimize costs, reduce debt and improve efficiency. Transition into a company create incentives to minimize costs of service (Carter, Massa and Power, 1997), (Kessler and McClellan, 2001) and hence to eliminate unused or underused capacity (Hansmann, Kessler and McClellan, 2003), to reduce unprofitable services (Alkhamis, 2017), (Villa i Kane, 2013). In the case of Polish hospitals improving efficiency can result from the increase of different financing sources availability (Rój, 2006)

Literature suggest, that public hospitals are less efficient than private hospitals (Chang, Cheng and Das, 2004), (B Burgess Jr and Wilson, 1996), (Votápková and Šťastná, 2013). The conversion into a for-profit hospital can increase efficiency, productivity (Ramamonjiarivelo, 2016) and profitability (Picone, Chou and Sloan, 2002), (Villa and Kane, 2013), (Herr, Schmitz i Augurzky, 2011). This improvement of profitability, however, may affect the quality of benefits, though it can be transparent to patients (Picone, Chou and Sloan, 2002), (Shen, 2002). On the other hand, it should be stressed that there are also evidence, that private ownership is not necessarily associated with higher efficiency compared to public ownership (Tiemann, Schreyögg and Busse, 2012).

A separate issue is the level of debt. We assume that better financial management should limit indebtedness. An important premise is also the need to declare bankruptcy, in the case of hospitals operating in the form of commercial companies. On the other hand, Magnus, Smith and Wheeler (2003) claim, that the increased debt may more effectively stimulate not-for-profit (public) hospital managers, because, in the case of for-profit entities this situation helps to resolve an agency conflict. In the case of Polish hospitals, it is

63 SPZOZ – Independent Public Health Care Centres, a special form of activity, employed only in a health care system.
also important, that their managers practically are not responsible for the increasing debt and difficulties with financial liquidity. Additionally, public hospitals, despite the bad financial condition, can count on financing of investments by their owners (Prędkiewicz and Prędkiewicz, 2013).

2. Data and Methods

We collect our research sample, by hand, from the Emerging Markets Database (EMIS). Data cover the year 2015. First we select 369 medical entities. Finally 184 hospital are qualified for this study – we are force to reject entities for which stationary hospital services are not a primary field of activity. We also exclude from this study entities with a negative value of equity. Finally, the research group is divided into two subgroups:

- hospitals operating in the form of a commercial company (companies), regardless of the ownership – private of public (93 hospitals);
- hospitals operating in the form of SPZOZ\(^6\) (91 hospitals), which are always owned by public entities (generally local authorities or the Ministry of Health).

Based on previous research we select several financial ratios (Table 1), which consist of indicators of profitability, liquidity, efficiency and debt (Bem, Siedlecki, Prędkiewicz, Ucieklak-Jez i Hajdikova, 2015), (Siedlecki, Bem, Prędkiewicz i Ucieklak-Jeż, 2015).

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating Margin (OPM)</td>
<td>EBIT / Operating revenue</td>
</tr>
<tr>
<td>Net Income Margin (NIM)</td>
<td>Net income / Operating revenue</td>
</tr>
<tr>
<td>EBITDA Return on Assets</td>
<td>(Net Profit + Interest +Taxes + Depreciation) / Total Assets</td>
</tr>
<tr>
<td>Cash Flow Margin (ROCF)</td>
<td>(Net Profit + Depreciation) / Total Assets</td>
</tr>
<tr>
<td>Assets Turnover (TAT)</td>
<td>Sales / Total Assets</td>
</tr>
<tr>
<td>Return on Assets (ROA)</td>
<td>Net Income / Total Assets</td>
</tr>
<tr>
<td>Loan to Equity Ratio (D%)</td>
<td>(Long term debt + Short-term loans) / Total assets</td>
</tr>
<tr>
<td>Loan to Turnover Debt Ratio</td>
<td>(Long term debt + Short-term loans) / Operating Turnover</td>
</tr>
<tr>
<td>Cash Flow to Debt Ratio (CF/Debt)</td>
<td>Operating Cash Flow / Total Debt</td>
</tr>
<tr>
<td>Current Ratio (CR)</td>
<td>Current assets / Short-term debt</td>
</tr>
</tbody>
</table>

Source: own study

Profitability ratios include both profit margins (the proportion of costs to revenues) as well as typical return on assets. According to the theory of non-commercial hospitals should be lower than commercial due to higher community costs. ROE, ROCF and EBITDA for commercial should be a benchmark for non-commercial (Nicholson, Pauly i et al., 2000). Liquidity analysis base on a current ratio, which is often used in models of hospital bankruptcy prediction (Bem, Siedlecki, Prędkiewicz, Ucieklak-Jez i Hajdikova, 2015). Next TAT indicator describes size and the effectiveness of the use of assets. The indices chosen

\(^6\) SPZOZ – Independent Public Health Care Centres, a special form of activity, employed only in a health care system.
for financial leverage analysis were indicated as the most suitable for hospitals, which was proved in the previous papers (Siedlecki, Bem, Prędkiewicz, & Ucieklak-Jeż, 2015).

In this study we analyse the differences between average values of selected financial indicators for two research subgroups – companies and SPZOZ. Due to the abnormal distribution of analysed ratios, we are forced to use a semi-parametric Mann-Whitney-Wilcoxon test of similarity between groups.

3. Results and Discussion

First, we analyse 5 indicators of profitability – return on assets, EBITDA return on assets, cash flow margin, operating margin and net income margin. Regardless of a chosen indicator, results suggest that, there is no statistically significant differences in profitability between hospitals operating in a form of a company and hospitals operating in a form of SPZOZ. We can only observe that that SPZOZ are significantly bigger in the context of revenue (Table 2).

Table 2: Results of Mann-Whitney U test for differences of profitability (2015)

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Sum of ranks I (companies)</th>
<th>Sum of ranks II (SPZOZ)</th>
<th>U</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROA</td>
<td>8307.000</td>
<td>8713.00</td>
<td>3936.000</td>
<td>-0.81670</td>
<td>0.414098</td>
</tr>
<tr>
<td>EBITDA/Assets</td>
<td>8119.000</td>
<td>8901.00</td>
<td>3748.000</td>
<td>-1.33718</td>
<td>0.181165</td>
</tr>
<tr>
<td>ROCF</td>
<td>8056.000</td>
<td>8964.00</td>
<td>3685.000</td>
<td>-1.51159</td>
<td>0.130638</td>
</tr>
<tr>
<td>OPM</td>
<td>8469.000</td>
<td>8551.00</td>
<td>4098.000</td>
<td>-0.36821</td>
<td>0.712718</td>
</tr>
<tr>
<td>NIM</td>
<td>8248.000</td>
<td>8772.00</td>
<td>3877.000</td>
<td>-0.98004</td>
<td>0.327065</td>
</tr>
<tr>
<td>Ln (Revenue)</td>
<td>7116.000</td>
<td>9904.00</td>
<td>2745.000</td>
<td>-4.11397</td>
<td>0.000039***</td>
</tr>
</tbody>
</table>

* significance level $\alpha = 0.1$, ** significance level $\alpha = 0.05$, *** significance level $\alpha = 0.01$

Source: own study

We found, as we might expect, that public hospitals are significantly larger than private (see tab. 2). This may be due to the fact that public hospitals also serve patients with less profitable procedures. Taking into account the overall problems with health care financing, it seems, that the results (profitability and efficiency) should be significantly worse.

By analysing the data from the companies it can be noted, however, a part of companies is more profitable than SPZOZ, however, a part of companies is much worse, what
shows the range and the variance for analysed indicators, that for companies is significantly higher (see fig. 1)

![Figure 1: Profitability ratio for Companies and SPZOZ without outliers](source)

Source: own study

This observation seems to be a little bit confusing and surprising – the form of commercial company should create incentives to generate profit for shareholders. *This finding force us to reject the H1 hypothesis.*

Than we analyse one indicator of efficiency (assets turnover) and one indicator of financial liquidity (current ratio). Again we do not observe any significant differences, both in the case of indicators of efficiency and liquidity (Table 3). *That observation also force us to reject the H2 hypothesis.*

As in the case of the profitability, the assets turnover is characterized by greater volatility, while the current ratio is insignificantly different (Fig. 2).

Table 3: Results of Mann-Whitney U test for differences of liquidity and efficiency

<table>
<thead>
<tr>
<th></th>
<th>Sum of rangs I (companies)</th>
<th>Sum of rangs II (SPZOZ)</th>
<th>U</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAT</td>
<td>8676.00</td>
<td>8344.00</td>
<td>4158.00</td>
<td>0.20210</td>
<td>0.839839</td>
</tr>
<tr>
<td>CR</td>
<td>8763.00</td>
<td>8257.00</td>
<td>4071.00</td>
<td>0.44296</td>
<td>0.657796</td>
</tr>
</tbody>
</table>

* * significance level $\alpha = 0.1$, ** significance level $\alpha = 0.05$ *** significance level $\alpha = 0.01$

Source: own study
In the next part of the study, we analyse the variation of debt ratios between subgroups. Expectably we can observe that SPZOZ have higher values of all debt ratios and these differences are highly statistically significant (Table 4). This observation allow us to adopt the H3 hypothesis.

Table 4: Results of Mann-Whitney U test for differences of financial leverage (debt)

<table>
<thead>
<tr>
<th></th>
<th>Sum of rangs I (companies)</th>
<th>Sum of rangs II (SPZOZ)</th>
<th>U</th>
<th>Z</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>D%</td>
<td>7145.000</td>
<td>9875.00</td>
<td>2774.000</td>
<td>−4.03369</td>
<td>0.000055***</td>
</tr>
<tr>
<td>LTD</td>
<td>7109.000</td>
<td>9911.00</td>
<td>2738.000</td>
<td>−4.13335</td>
<td>0.000036***</td>
</tr>
<tr>
<td>CF/Debt</td>
<td>9116.000</td>
<td>7904.00</td>
<td>3718.000</td>
<td>1.42023</td>
<td>0.155540</td>
</tr>
</tbody>
</table>

* significance level $\alpha = 0.1$, ** significance level $\alpha = 0.05$ *** significance level $\alpha = 0.01$

Source: own study
Additionally to the debt ratio, which is characterised by quite similar variation, both for companies and SPZOZ, in the case of CF/Debt and LTD We observe a much larger spread and volatility looks similar to profitability.

4. Conclusions

At the study’s design stage we assume, that the form of a company forces a more efficient management of the hospital resources. The company should therefore achieve a higher profitability – after all, the objective of commercial companies’ activity is to generate profits for the owner. Companies should also be characterised by better liquidity and lower debt. Not all of these assumptions are confirmed empirically.

We can observe, that the form of company doesn’t create strong enough incentives to generate profits. One of explanation of this phenomena may be the fact, that part of hospitals operating in the form of company are fully owned by public entities, primarily local authorities. Only some part of hospital's companies are fully private and profit-oriented. Additionally, we cannot observe more favourable values of efficiency or liquidity indicators. Those findings are a little bit inconsistent with the literature’s acquis.

It is interesting, that although we cannot indicate statistically significant differences in profitability or efficiency, SPZOZ are significantly higher in debt than hospital’s companies. This phenomenon can be explain in, at least two ways: (1) we can assume that lower values of debt ratios for companies can be rooted in legal restrictions of debt level or the necessity of current debt servicing, (2) hospitals which were converted into companies as a result of a commercialisation process benefited of full reduction of liabilities. In this sense we can suspect, that maybe they just didn’t manage to accumulate a new debt. In assumption require the analyses of longer time-series. On the basis of the data on debt of commercialised hospitals, for the years 2011–2013, it can be concluded that the situation is rather difficult. The increase in debt can lead to a situation in which hospitals wuld lose financial liquidity (Marcinkowska, 2016).
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Abstract

Modern internal audit in the public sector is an independent instrument of assessing the performance of management systems. Its efficiency depends on many factors. One of them is the observance of legal principles and other standards by the auditors during the conducted research. In the article the author presents selected results of a survey the subject of which was the assessment of procedures of internal audit in selected local government units in Poland.
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1. Introduction

Modern needs of managing public organisations require from decision-makers high levels of effective performance, as well as skills and specialist knowledge essential for effective management. (Sołtyk, 2017). In the sector of public finance the process of organisation management highly differs from that of business entities. It can be assumed that the basic aim of business activity is to maximize profits and, next, to distribute the dividend. Whereas, units of the public finance sector perform public utility tasks without the necessity of making high profits. Public institutions – including Local Government Units (LGU), by virtue of law, were obliged to operate through producing and distributing various goods and public services which meet the collective social needs (Kurowski, Ruśkowski i Sochacka – Kryśak, 2000, p. 10).

One of modern instruments of the public sector supporting decision-makers in achieving their intended objectives and tasks is the internal audit. Bearing in mind more and more complex management processes, its role is of major importance for the assessment of control systems and the efficiency of risk management. The literature emphasizes that with the growing need for creating instruments supporting effective management in
public organizations, there appeared a necessity to introduce a much more precise auditing process as an expert function, conducted by entities on their own (Kuc, 2007, p. 119).

However, in order to make the internal audit effective, it should observe the principles of law and other norms (codes, internal policies) which shape the principles of its performance in a public organisation. The purpose of the article is to present some selected results of the author’s own research, the subject of which was the assessment of the observance of legal regulations in the operations of internal audit in selected LGUs.

2. Literature Review

Internal audit appeared in Poland only in the 21st cent. although it has a centuries-long tradition in the world (Winiarska, 2007, pp. 7–10). It was introduced to the sector of public finance on 1st January 2002 pursuant to the Act of 27 July 2001 on amending the Public Finance Act, the Act on organisation and operation of the Council of Ministers and the scope of operations of ministers, the Act on government administration and the Act on civil service (Journal of Laws No. 102, item 1116). Although internal audit in the public sector has appeared quite recently, the concept of this management supporting tool has undergone quite a lot of changes.

The current Public Finance Act of 27 August 2009 (i.e., Journal of Laws of 2017, item 2077), defines internal audit as an independent and objective activity whose aim is to help the entity manager realise goals and tasks through systematic evaluation of managerial control and advisory activities. In the literature it is defined as “an independent, objective activity in the performance of assurance and advisory tasks, conducted in order to bring value added to an entity and to improve its functioning. It supports an organisation in the accomplishment of its objectives through systematic and consistent actions to evaluate and improve the efficiency of risk management, control systems and management processes of an organisation” (Czerwiński, 2004, p. 9).

The task of modern audit is to provide current information on efficiency and effectiveness of control mechanisms, which reduces the risk of damage or fraud. Its role is to support decision-makers in risk management through providing them with advisory services. Beside rational assurance for an LGU manager that it functions properly, the aims of internal audit also include (Podręcznik audytu … 2003, p. 7):

- analysing the risk facing an entity and the environment of internal control, which allows the audit program to be prepared based on risk assessment and evaluation of the efficiency of the risk management process;
- submitting reports on findings and, if appropriate, presenting conclusions and recommendations aimed at improving the existing situation;
- expressing opinions on the effectiveness of control mechanisms in the existing system.

The audit evaluates proper functioning of the internal control system and, by comparing the factual state with the desired situation, it states whether the existing procedures are effective, whether they comply with models, whether they are observed and, also, it indicates the areas requiring improvement and suggests proper action to be taken (Rola, 2003, p.91).
3. Methodology and Data

Primary empirical material was acquired by means of a questionnaire. The questionnaire used was directed exclusively at LGUs in which internal auditing is conducted. It referred to the verification and evaluation of the reliability of internal auditing and its compliance with the requirements described in legal regulations.

The selection of entities to the surveyed group included the data coming from budgetary reports submitted by LGUs which, in terms of their territory, belong to particular regional chambers of audit. Excel 2000 spreadsheet was used to conduct statistical analysis. The secondary analysis was conducted on 72 questionnaires. The criteria, dividing the entities into those which are obliged to implement and perform internal auditing, result from legal principles in force65.

Of LGUs obliged to conduct internal audits in the area of south-eastern Poland (Podkarpackie, Świętokrzyskie and Lubelskie voivodships), the author selected a research sample which constituted, respectively, of: 3 marshal’s offices – 5.3% of the sample, 16 town offices – 28% of the sample, 9 commune offices (gmina) – 16% of the research sample and 28 district offices (Poviat Starost) – 50% of the sample. The research group adopted for the analysis is statistically representative because the research included all the LGUs in the research territory in which internal audit is conducted. The questionnaire questions were based on the guidelines for professional standards of internal audits for the entities of the public finance sector66. The guidelines for managerial control standards for the public finance sector also appeared helpful67.

In order to conduct the analysis and evaluation of the observance of procedural rules and principles by internal auditors during the audit, the following questions were asked:

1. Do the management participate in the selection of risk analysis areas?
2. Which areas are most frequently chosen for risk analysis?
3. Which method of risk analysis is adopted in the LGU?
4. Which were the subjects of audited tasks of the highest risk resulted from the annual audit plan?
5. Are the internal audit plans prepared according to deadlines defined by the principles of the Public Finance Act?

4. Results

Question 1. Do the management participate in the selection of risk analysis areas?

The participation of management in the selection of risk analysis areas in a very important aspect of LGU functioning. The statements given by respondents prove that the vast majority of local government decision-makers participate in identifying risk areas for the purpose of risk analysis. This opinion was mainly presented by 70% of town offices surveyed, 66.7% of the marshal offices surveyed and 66.7% of the commune offices surveyed. Entity managers frequently reported their priorities which are closely connected with the areas of financial administration. According to decision-makers, these are the

---

67 Communication No. 23 of 16 December 2009 of the Minister of Finance on managerial control standards for the public finance sector, Official Gazette of the Ministry of Finance of 2009, No. 15, item 84.
risk areas related to budget reporting, inventory and granting and clearing budgetary subsidies.

60% of district office managers and 30% of the managerial staff of the remaining LGUs, i.e., district offices, town offices and commune offices, do not take part in the process of identification and selection of risk areas. These statements are rather alarming because they may indicate their failure to observe legal regulations, as well as the negligence of the entire process of risk analysis.

The results of the survey on management participation in selecting risk areas for risk analysis are presented by Figure 1.

Figure 1: LGU management participation in selecting risk areas for risk analysis
Source: Author’s own calculation based on the survey.

**Question 2. Which areas are most frequently chosen for risk analysis?**

The risk area chosen for risk analysis is one of the most important issues of internal auditor’s work. Therefore, the survey also focused on this aspect.

Having analysed the statements of auditors surveyed, it was found that 96% of the respondents stated that the areas selected for analysis are most frequently the systems connected with awarding public contracts. Such responses confirm that the whole procedure of public procurement is subject to high risk. It refers not only to the liability for the breach of public finance discipline but also to the criminal liability for violating legal principles.

Rationalisation of budgetary expenditure is the next important area in which auditors often see the risk of irregularities and mismanagement. This opinion was expressed by 100% of the respondents from marshal offices, which constitutes 9% of all the polled, and 100% of the respondents from commune offices, which constitutes 16.1% of the respondents polled.

It appears that another area of interest for internal auditors are the systems connected with internal control functioning. 77% of respondents agree with that.

A large group of respondents definitely stated that high risk of irregularities for LGUs lies in the area of budget implementation, including collection of income, revenue, as well
as the stream of expenditure and disbursements of the budget. This answer was given by 100% of auditors from marshal offices and 71% of respondents from district offices.

Question 3. Which method of risk analysis is adopted in the LGU?

An important aspect of auditor’s job is a risk analysis method adopted by a local government unit. The survey found that 51% of auditors questioned conduct risk analysis using the mathematical method – a method based on the spreadsheet. In favour of this risk analysis method were 63% of the respondents from town offices and 66% of the auditors from commune offices.

Another risk analysis method selected by auditors is a mixed method which is preferred by 25% of all the polled. This group includes 18.2% respondents from town offices and 40% respondents from district offices. 14% of the surveyed conduct risk analysis by means of the expert method – Delphi method, while 8% of the respondents estimate risk on the basis of auditor’s professional opinion.

The information on risk analysis methods adopted in various types of LGUs is presented in Figure 2.

![Figure 2: Risk analysis method adopted in LGUs
Source: Author’s own calculations based on the survey.](image)

Question 4. Which were the subjects of audited tasks of the highest risk resulted from the annual audit plan?

The next important issue in terms of the tasks of internal auditing in LGUs was to establish which types of auditing tasks are most often conducted. Considering the division into the types of audit tasks, most auditing tasks included: 36% – performance audit, 23% – financial audit, 19% – compliance audit, 15% – audit of EU fund management, whereas 6% – IT audit.

Question 5. Are the internal audit plans prepared according to deadlines defined by the principles of the Public Finance Act?

It is also essential that internal audit plans be prepared to deadlines defined by the principles of the Public Finance Act. 82% of the respondents admitted that audit plans are made to deadlines indicated in the Public Finance Act. Statutory deadlines for preparing
audit plans are observed by 100% of auditors from marshal offices and by 100% of auditors from town offices. Keeping deadlines of task planning, as well as the settlement of work plan for the previous year, looks much worse. These problems were recorded in the statements of 8% of the respondents. This group includes auditors from commune offices – 33% and auditors from district offices – 6%.

Obtained research findings on meeting statutory deadlines while preparing annual audit plans for the next year and reports on plan completion for the previous years are presented in Figure 3.

Figure 3: Preparing audit plan for the next year and reports on plan completion for the previous year to deadlines indicated by the Public Finance Act
Source: Author’s own calculations based on the survey.

5. Conclusions

Vast majority of local government decision-makers participate in the process of risk area identification in order to conduct risk analysis. Such an opinion was presented mainly by the respondents from town offices – 70%. Over 51% of surveyed auditors conduct risk analysis using the mathematical method – a method based on the spreadsheet. Considering different types of internal audits, most audits included: 36% performance audit, 23% financial audit, 19% compliance audit, 15% audit of EU fund management and 6% IT audit. Internal auditors complete annual audit plans to the deadline defined in the Public Finance Act. The research indicates that not all the LGUs prepare a multi-annual internal audit plan.

On the basis of the research carried out, it can be generally concluded that LGU internal auditors respect the principles of law in the course of realised tasks.
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Abstract

This article presents the assumptions of the impact of human resources on the shape and level of organizational culture in enterprises. Particular emphasis was placed on the impact of these resources on the company’s ability to maintain an appropriate level of culture. Different models of organizational cultures were presented. The so-called the “old” way of interpreting the organizational culture and cited the “new” – contemporary, currently defined in enterprises. The aim of this article, which is a pilot article, beginning a series of authors’ research on the subject, is to indicate these interactions between the employee and the organization, which significantly contribute to shaping the organizational culture. companies.
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1. Introduction

Corporate culture is a concept present in every organisation. However, organisations are not always aware, that its established culture may negatively affect the efficiency of its operations. The above results from the fact, that organisations often do not recognise the impact of the organisational culture, and of its scope of influence. However, one may constantly remind that “there is no enterprise without employees”. Therefore, it is the employees that shape and influence the level of the established and maintained culture of the enterprise, despite whether the company managers are aware or unaware of this knowledge. In the literature you can find many studies and studies describing the significance and influence of various factors, including the human factor on corporate culture (Nesmeianova, 208), Aleksandrovna, 2017), (Nemeth, 2017).
The development of each enterprise is determined by a wide array of factors. Market competitiveness, the gradually increasing risk related to conducting business, and the ever increasing customer expectations, force an accordingly increasing expectations regarding employees. The above results from the fact, that human resources are precisely the most influential factor regarding an increase or a decrease of efficiency. The direction depends not only on the quality of the workforce employed, but additionally, on the ways of their management. In the aspect of enterprise functioning according to the sustainable development principle, the circular economy theory, or even the CSR principles, it is essential to implement an appropriate scheme of employee performance. The appropriate performance of employees may, or even should be closely related to the culture of their place of employment.

Currently, enterprises function within the sustainable development principles (Flammer, 2017), (Polychroniou, 2018), (Yawar, 2018). Organisational culture, as well as, human resources management are some of the key aspects of operating in business. Another set of principles regarding the functioning of enterprises, within the circular economy framework, essentially forces employees to exhibit an adequate level of, obviously appropriately directed, organisational culture. In regard to the above, the research determining the place of Polish enterprise within the European Union, in regard to the sustainable development, is not without meaning. Poland is a country, which is still struggling to reach the average level of sustainable development of the member states. In the environmental ranking, Poland was ranked sixteenth. The country was ranked eighteenth regarding social issues, while regarding the economic aspect, it was ranked twenty-second. According to the aggregate relative measure of sustainable development, Poland was ranked twentieth. The research indicates, that there still remains much to do in order to improve the reasoning and work performance of the employees, and therefore, the conscious shaping of corporate culture. The aim of this article, which is a pilot article, beginning the series of authors’ research on the subject is to indicate these interactions occurring in Polish enterprises on the line: employee – organization that significantly contribute to shaping the organizational culture. companies.

2. Human resources as an element of enterprise development

Human resources within an enterprise, constitute the assortment of resources that are not depleted during the operation process within the company, but additionally, regarding the shaping of the intellectual capital, may “increase”. The development of employees, often related to appropriate motivation, constitutes this “increase”. The above idea is a positive aspect of the human resource management. Within this field, one may also encounter types of negative influence, i.a. the necessity to motivate employees to execute planned tasks.

According to the literature (Zając, 2008), (Javidan, 1998), in the resource approach, employee skills are divided into competences and key competences. Competences are regarded as specific skills resulting from the enterprise specifics shaped, i.a. by the profile, the character and the scale of operation, the trade affiliation, and the level of the company’s technological sophistication. The competences determining the enterprise competitive capabilities, therefore, its strategic advantage, are referred to as key competences. Therefore, it seems that particularly within the framework of key competences,
the management staff should place emphasis on maintaining and even on the development of the level of corporate culture established in a particular enterprise.

3. Organisational culture as a contemporary element of determining the value of an organisation.

The concept of organisational culture, lately, often employed interchangeably with the corporate culture concept, expands onto many fields within the source literature. An assortment of various approaches, methods and techniques employed to define organisational culture, may be found. Starting with the “autonomous nervous system” of the enterprise (Kilmann, 1985), the “general assortment of principles, rules and modes of operating” a company (Nowa, 1996), the above is also referred to as a form of enterprise capital (Strategor, 2001), or a classical pyramid of premises, values and artefacts within the Schein model (Aniszewska, 1999). However, the authors of the following article assume (Bąk, 2016), that the most adequate definition is the one stating that organisational culture is a pattern of basic premises, invented, discovered or developed by a group during the process of learning, regarding how to tackle the issues of external adaptation and internal integration, that is considered as significantly valuable, and should be adopted by new members, as an appropriate mode of perceiving, reasoning and feeling regarding the aforementioned issues.

![Organisational culture models](image1.png)

Image 1: Organisational culture models
Source: (Bąk, 2017)

Just as there are many definitions of organisational culture, there exists a wide variety of cultural models, which may be regarded as distinguished types, differing by means of particular factors and of the approach towards the execution of tasks and processes
within an enterprise. One of the most popular classifications is the one presented by image 1, distinguishing the different models on the base of two criteria: egalitarian – hierarchical, as well as, relationship-oriented – task-orientated.

The distinction between different types of culture, depends on both the emphasis on the person or the task in an organisation, as well as, on the hierarchical or egalitarian approach to the accomplished tasks. In result, we can distinguish four combinations of various types of culture.

The family type of culture, also referred to as the culture of power, is characterised by the definitive attitude towards the employee, however, the established hierarchy plays a major role in an organisation. In relation to the personal attitude, employees are usually long-term workers and they are loyal to their employers. Enterprises employing this particular model often exhibit centralisation and a limited amount of procedures, as resulting from few leaders. (Rozkwitalska, 2005). Power struggles are occasionally present, as power is treated as a priority.

The role culture, also referred to as the Eiffel Tower is often present within bureaucratic organisations, with their typical task attitude and a significant distance of power. The manager is considered a function, not a person, resulting in regular position rotation in case of failure to meet the specified requirements. Career at companies that employ the Eiffel Tower culture model, depends on professional qualifications. Employees are evaluated on the base of their results, and promoted on the base of their increasing qualifications. At the office, the members of an organisation follow strict rules and procedures. (Trompenaars, 2002)

The task – the guided missile culture, is egalitarian, and focused on the task at hand, where the accomplishment of strategic aims is essential. Work within this culture is based on work teams. The teams often consist of professionals from particular, narrow fields, constituting an interdisciplinary team. Employees are motivated by the final result of their effort, as they draw satisfaction from the work itself.

The person culture – the incubator, is characterised by the emphasis on the person and on a significant level of egalitarianism. In this case, the essence of the functioning of an organisation is to allow its members self-fulfilment. The organisation serves a menial task in regard to the employees. Employees are characterised by individualism and the passion of creation, as well as, an emotional involvement in their work. Incubators exhibit a minimal formal structure and hierarchy. (Trompenaars, 2002)

Analysing the above types of organisational culture and considering human beings as employees, one may notice, that not every employee will accomplish and achieve self-fulfilment as an employee within a given culture model. Personal conditioning, character traits or the emotional side of the employees, significantly determine their work performance. Therefore, culture established in a particular organisation, often determines the value of this very organisation. However, this culture is significantly determined by the human factor present in every organisation, as well as, by the human research management system employed by the management staff.

The issue of employees identifying with organisation culture is also apparent. Along the years, the attitude towards understanding, perceiving and defining, has changed – it became explicit and visible. Image 2 presents two types of approach towards understanding the organisation culture – the former and the new approach, i.e. the one that becomes more visible in companies.
Summarising the above types of approach, one may notice, that the organisation culture definitely prevails in the aspect of establishing the value of an organisation. Explicitly, corporate culture emerges as an active process which may determine the shape of an organisation, therefore, the overall performance.

4. Human resources as an element shaping the culture of an organisation

Human resources management is one of the essential issues regarding management processes in enterprise, regarded as a strategic, coherent and comprehensive overview regarding the issues related to the management and the development of people within the frameworks of an enterprise, with each aspect constituting an essential element of managing an organisation as a whole (Armstrong, 2000). In the source literature, the process is variously defined, and a significant number of personal process classifications are available. One of the basic classifications (Pocztowski, 2008), distinguishes between the following personal processes:

1. Employee organisation entry processes
2. Processes regarding people functioning within an organisation
3. The processes regarding people leaving an organisation

During each of the above phases, the employee should be managed well and efficiently. Currently, an increasing emphasis is placed on the fact, that employees may shape the culture of an organisation in which they work. Therefore, the process of managing this resource is of no lesser significance, as proper management may positively shape and maintain an appropriate level of culture in a company.

The functioning of an employee in a company, divided into three phases mentioned above, affects the shape and the level of organisational culture. Image 3 presents the pro-
cess of interaction in the shaping of organisational culture. These interactions were indicated on the basis of interviews, observations and conversations with middle-level managers in Polish energy companies.

Image 3: Employee-organisation interactions in the process of shaping of the organisational culture.
Source: Own research

In further research, the authors of the article will try to show that these interactions have a significant impact on both the shape and the level of organizational culture. They can also transform it completely, change it. The employee enters an organisation, “equipped” with own value system, temperament, own beliefs and views. He enters an organisation employing an established system of norms, values, i.e. an organisational culture. Both these statuses begin to mutually overlap. Here it is clearly seen, that appropriate human resources management should cause the employee to “lean” towards the organisation culture, to accept its principles and guidelines, improving its level. Without appropriate management, the culture of organisation may be weakened by the individual nature of the employee.

Expanding the personal processes, towards a more detailed description, one may present further aims of human resources management. A more detailed distinction of processes, allows for an increased possibility of controlling the management processes regarding corporate culture. A detailed distinction of personal processes (Poczтовski, 2008) in image 4, was presented in regard to influencing both the shape and the level of organisational culture.
Each phase of the employees functioning in an enterprise or in an organisation, shows that there is a dependence and influence between that phase and the culture present within an organisation. Proper control of the employee, with the use of appropriate HR instruments may, or even should contribute to the adoption by the employee, of the principles of the functioning corporate culture. Further, the employee may enhance and maintain the culture, on a temporary level accepted by the executive level of an organisation.

5. Discussion and Conclusions

The aim of the following article is an attempt to present, that there is a relation of dependence between human resources management and the shape of the corporate culture in enterprise. The essence of organisational culture has increased significantly over the recent years, companies increasingly realise that the properly shaped and maintained culture in a company, positively affects the achieved efficiency. This is evident in the literature, where scientists increasingly present the concept of interdependence of human resources in enterprises and the level of enterprise effectiveness understood in accordance with contemporary trends, organisational culture, CSR principles or effective management, for example (Schiffeler, 2016), (Ketschau, 2017), (Mullakhmetov, 2018).

The literature also presents the concept of a negative impact on the level of organizational culture in the case of outsourcing. (Wang, 2011). Employees who do not identify with the workplace are not interested in raising the level of organizational culture or the brand of a given company. The question arises whether you can take action that will change this approach? Another issue is whether these interactions are the same in each country? Or maybe the culture of a given country also affects the level of organizational culture of enterprises? Studies (Lorincova, 2017) and (Wang, 2011) and (Betzaida, 2017) present approaches and observations in various countries.

The enumeration of the subsequent phases of human resources management in a company, may contribute to the increasingly efficient shaping of the employee – corporate culture relation.
The management staff should realise and consider, that an employee exist in a company in three key phases – entry, functioning and leave. Each of the aforementioned phases includes a strong relation that affects the level and the shape of organisational culture. Proper employee management in every phase, may positively affect the corporate culture, and in result, the entire company.
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Abstract

Local government is a part of the public finance sector. Therefore, a significant part of its income has a strictly defined purpose. Such focusing of income on the financing of specific tasks limits the scope of financial autonomy of local government and reduces it to the role of administering public funds and spending them on financing particular tasks. Supervision and control over local government are also a limitation of local government units (LGUs) – municipalities (gminas), districts (poviats) and voivodeships – financial independence. At the same time, however, the essence of local government lies in the fact that it is focused on local development. Owing to this, local authorities have their own income at their disposal and can also reach extraordinary sources of financial power, such as loans and credits. This duality resulting from the essence of local government functioning can be the cause of its numerous real and financial problems, especially when the repartition of public funds between central authority and local government will be made incorrectly. The presented article focuses on some problems related to the issues of local government units indebtedness in Poland.
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1. Introduction

Local government operating in Poland since 1990 plays an important role in the public finance sector. It provides services of basic importance for satisfying public needs. These are services in the field of education and upbringing, social welfare, culture, but also housing and communal economy. The quality of the provision of these services is significantly influenced by two factors, i.e. the amount of funds provided to the local government and the ability to manage money by local authorities.

Due to the fact that the level of income provided to local government units is limited and satisfying needs also requires investment outlays, LGU in Poland have the right to use...
returnable revenues. At the same time, however, legal regulations specify limits on indebtedness of local government units. The presented article focuses on some problems related to the issues of local government units indebtedness of in Poland.

2. The essence of local government indebtedness

Income from taxes, public property as well as general and targeted subsidies (except income from the sale of property and investment subsidies) is intended to finance the current tasks of local government units. Generally, it is rarely the case that the generated surplus of current income over current expenditures would be an efficient source of funding for property expenditures. Meanwhile, local government authorities are undertaking various development decisions on their territory. At that time they must reach for extraordinary financial sources such as loans, credits, or issued bonds.

Basically in all countries, LGUs have the right to use this form of financial support (Bolivar, Galera, Muñoz and Subirés, 2016). In western countries there is an extensive system of potential lenders. They are municipal banks, self-government compensatory funds, insurance institutions, various state agencies. In addition, local government authorities collect funds for development activities through the issue of securities. Local government generally has no problem with access to repayable financial sources. It is an entity that, in the opinion of lenders, is characterized by credibility and high financial liquidity, due to constant cash inflow.

Loans and credits differ, however, from other budgetary income. They are returnable and should be handled continuously. Consequently, this may lead to excessive debt of LGUs. At that time, financing the basic, current needs of residents in education, social care and living may be at risk (Wollmann, 2016).

For banks and other institutions providing LGUs with credits and loans, the budget plan is not a binding document. The repayment of liabilities is legally guaranteed in every credit and loan application. In the case of insolvency of LGU, financial institutions (due to the legal security of the credit and the loan) have the right to demand repayment of debt (conducting enforcement proceedings). Even in the situation when it would threaten carrying out public tasks (Kluza, 2017). Therefore, for safety reasons, both for local government and for lenders themselves, there are statutory restrictions on the use of the repayable system of financing LGUs. Such restrictions do not apply to private entities, where the only barrier to the granting or non-granting of credit and loans is credit capacity (Kluza, 2016).

In the case of LGUs, these statutory restrictions are on the one hand to determine the needs that can be financed by return revenue and on the other hand to determine the limits of local government debt (Guillamon, Benito, Bastida, 2011). A public debt is a consequence of taking out credits and loans by LGUs. It is a commitment of the local government authorities for taken out credit and loans and issued securities. As a consequence, the funds for future periods must include planned resources for the service. However, these expenditures limit the possibility of financing other budgetary expenditure, especially current expenditure.

The model of division of tasks and financial resources between government administration and local government has a significant impact on the amount of loans taken by the local government (Wollmann, 2012). The burden of local government with excessive tasks in relation to the received income may cause the rise of local government debt. Then
the state budget deficit is transferred to the budget of LGUs. With limited public resources such a situation is very likely.

The debt of a local government is the sum of the various financial liabilities incurred by that entity in connection with expenditures that exceed the income possible to finance them (Albaladejo, Lopez, 2005). The basic debt category of LGUs is still taken out loans and bank credits. However, the target on which the local self-government authorities take out loans and credits is essential.

Indebtedness policy of the self-government units and binding constraints are very important elements of procedures ensuring the security of the public finance system (Denek, 2011). Self-government debt is an integral part of state public debt, which according to a number of legal regulations is subject to numerous statutory regulations.

3. The role of the operating surplus in financing the development activities of LGUs in Poland and the problem of public debt

Assets at the disposal of local government units must be modernized and recreated. This applies to all groups of LGUs, but especially to large cities with an extensive technical and social infrastructure. Therefore, these entities must conduct investment activities. Investing is necessary to meet public needs. Otherwise, the level of services provided will be limited.

However, investments require expenditures whose source of financing is generally not current income. These are returnable revenues that, after a grace period, must be returned and they should be operated, as mentioned above, on a regular basis. This applies to both funds obtained on commercial terms as well as on preferential terms, e.g. from the European Union budget, from subsidies and loans from other entities, including government administration. Loans incurred are related to their service and even the preferential ones require their own contribution.

The main sources of credits and loans repayment are operating surpluses, i.e. surpluses of current income over current expenses as well as income from the sale of assets. The latter source, however, is limited, because local government;

- firstly, can not dispose of all the assets,
- secondly, there are legal restrictions on the sale.

Operating surpluses indicate the economic condition of local government units. Therefore, LGUs whose budgets are based on own income generally have greater opportunities to develop operating surpluses than local governments financing their tasks with transfers from the state budget. Tables 1–4 present current revenues and current expenditures of individual LGUs groups in Poland in 2003–2016, in constant prices of 1999.

Table 1: Current revenues and current expenditures of municipalities in Poland in the years 2003-2016 (in billion zl)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current revenues</td>
<td>30.2</td>
<td>32.6</td>
<td>36.3</td>
<td>40.6</td>
<td>43.6</td>
<td>45.6</td>
<td>45.1</td>
<td>47.2</td>
<td>47.1</td>
<td>45.2</td>
<td>48.6</td>
<td>51.2</td>
<td>53.9</td>
<td>60.9</td>
</tr>
<tr>
<td>Current expenditures</td>
<td>25.4</td>
<td>27.0</td>
<td>29.6</td>
<td>33.2</td>
<td>36.4</td>
<td>37.1</td>
<td>38.2</td>
<td>41.3</td>
<td>40.7</td>
<td>41.2</td>
<td>42.1</td>
<td>44.2</td>
<td>45.8</td>
<td>57.3</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations, in constant prices of 1999.
Table 2: Current revenues and current expenditures of cities with district rights in Poland in the years 2003-2016 (in billion zl)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current revenues</td>
<td>23.0</td>
<td>25.7</td>
<td>28.8</td>
<td>31.4</td>
<td>35.8</td>
<td>36.2</td>
<td>35.1</td>
<td>35.8</td>
<td>35.6</td>
<td>34.3</td>
<td>37.8</td>
<td>40.0</td>
<td>42.0</td>
<td>43.7</td>
</tr>
<tr>
<td>Current expenditures</td>
<td>20.5</td>
<td>22.2</td>
<td>24.3</td>
<td>25.9</td>
<td>27.2</td>
<td>29.1</td>
<td>30.7</td>
<td>31.7</td>
<td>32.1</td>
<td>32.7</td>
<td>33.3</td>
<td>35.0</td>
<td>36.5</td>
<td>41.5</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations, in constant prices of 1999.

Table 3: Current revenues and current expenditures of districts in Poland in the years 2003-2016 (in billion zl)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current revenues</td>
<td>9.3</td>
<td>10.1</td>
<td>10.9</td>
<td>11.6</td>
<td>12.4</td>
<td>13.2</td>
<td>13.8</td>
<td>14.4</td>
<td>14.7</td>
<td>13.3</td>
<td>14.0</td>
<td>14.4</td>
<td>14.7</td>
<td>14.2</td>
</tr>
<tr>
<td>Current expenditures</td>
<td>8.1</td>
<td>9.0</td>
<td>9.8</td>
<td>10.4</td>
<td>10.7</td>
<td>11.4</td>
<td>12.1</td>
<td>12.9</td>
<td>13.0</td>
<td>12.6</td>
<td>12.8</td>
<td>13.0</td>
<td>12.8</td>
<td>13.6</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations, in constant prices of 1999.

Table 4: Current revenues and current expenditures of voivodeships in Poland in the years 2003-2016 (in billion zl)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Current revenues</td>
<td>3.9</td>
<td>5.7</td>
<td>5.6</td>
<td>7.5</td>
<td>8.7</td>
<td>8.6</td>
<td>7.5</td>
<td>7.5</td>
<td>7.6</td>
<td>7.4</td>
<td>7.2</td>
<td>7.8</td>
<td>7.6</td>
<td>7.5</td>
</tr>
<tr>
<td>Current expenditures</td>
<td>2.6</td>
<td>3.4</td>
<td>4.0</td>
<td>5.0</td>
<td>5.4</td>
<td>6.0</td>
<td>7.5</td>
<td>6.4</td>
<td>6.2</td>
<td>6.4</td>
<td>6.6</td>
<td>6.0</td>
<td>6.0</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations, in constant prices of 1999.

The numerical data contained in Tables 1–4 show that in 2003–2016 operating surpluses in individual LGUs groups, calculated in constant prices of 1999, were decreasing. For example:

- **In 2003, they were in the case of:** municipalities – 16% of their income, cities with district rights – 33% of their income, districts – 13% of their income, voivodeships – 33% of their income.

- **In 2010 they were respectively in the case of:** municipalities – 12% of their income, cities with district rights – 11% of their income, districts – 10% of their income, voivodeships – 12% of their income,

- **Whereas, at the end of 2016, these figures were as follows:** for municipalities – 6% of their income; for cities with district rights – 5% of their income; for districts – 4% of their income; for voivodeships – 11% of their income.

Declining operating surpluses related to current income indicate a deteriorating financial situation of Polish local government. Presentation of LGUs current income in constant prices allows to eliminate its growth caused by inflation (or deflation which took place in 2014–2016). However, presenting current expenses of LGUs in constant prices, apart from eliminating inflation (deflation), indicates an increase in the scope of tasks performed by particular groups of local government units in the analysed period.

The figures show that in all LGUs groups, year by year current expenditures absorb more and more current revenue. This limits the possibility of engaging operating surpluses to support investment processes. Despite the large potential opportunities to acquire preferential funds for investment activities, especially after Poland’s accession to
the European Union, after 2015 the dynamics of their use are decreasing. As a consequence, the share of expenses on investments in LGUs budgets in Poland is decreasing. For example, property expenditures in 2003, i.e. before Poland’s accession to the European Union, accounted for 15% of total LGUs expenses, in 2006–2012 it was over 20% (up to 26% in 2009), and at the end of 2016 they decreased to 13%.

The growing share of property expenditures in the total expenditure of LGUs in Poland in the period 2006–2014, with decreasing operating surpluses, contributed to the increase in the indebtedness of communities, cities with districts rights, districts and voivodeships. In many local government units in Poland, there have been problems with financial liquidity. This forced the most indebted LGUs to reach for high-interest loans to parabank institutions, because banks refused to give them credits. In order to counteract unfavourable occurrence of excessive indebtedness of LGUs as a result of interference of the supervisory authorities, after 2014 the investment activity in the Polish local government was slowed down. The reason is not overinvestment, because the infrastructure development needs are still high, but the lack of funds for servicing debt due to decreasing operational surpluses.

4. Relations between current expenditures and current revenues of local government units in Poland

In the elaborated linear regression model: \( Y = \alpha + \beta X + \epsilon \) the response variable (dependent variable \( Y \)) is the current revenues of local government units in Poland, and the explanatory variable (independent variable \( X \)) are the current expenditures of these LGUs. The parameters of the model are free term \( \alpha \) (the point of intersection of the regression line with the axis OY) and the direction coefficient \( \beta \) (measure of the slope of the regression line in relation to the axis OX). The parameter estimators \( \hat{\alpha} \) and \( \hat{\beta} \) obtained by the least squares method are respectively \( \hat{a} \) and \( \hat{b} \). \( t \) Stat is a test of linear relationship occurrence between current revenues and current expenditures of LGUs in Poland. This statistical test allows to verify the authenticity of the so-called null hypothesis that the parameter of the regression function I type \( \beta \) is equal to zero, with the alternative hypothesis that it is not equal to zero \( (H_0: \beta = 0; H_A: \beta \neq 0) \). The acceptance of the null hypothesis that the parameter \( \beta = 0 \) would mean that the increase in the value of current expenditures of LGUs on State aid by PLN 1 billion will not cause any changes in the size of current revenues which means the lack of any relationship between current expenditures and current revenues of LGUs. In other words, the acceptance of the null hypothesis means the lack of the influence of current expenditures on the size of current revenues. From the perspective taken in this paper it will be essential to reject the null hypothesis in favor of the alternative hypothesis which states that between the studied phenomena – current expenditures of LGUs and their current revenues – there is a significant statistical relationship. From the tables of critical values of t-Student it is seen that \( \pm t_{a} = \pm 2.179 \) for \( a = 0.05 \) and \( n - 2 = 12 \) degrees of freedom. The null hypothesis can be rejected in favor of the alternative hypothesis only when \( t_{b} < t_{a} \) or \( t_{b} > t_{a} \), that is when \( -t_{a} < -2.179 \) or \( +t_{a} > +2.179 \).

Table 5 presents estimates of the regression model parameters for individual LGU, standard errors of b estimator, ends of confidence intervals for regression parameters and values of tests for the linear relationship between current expenditures and current revenue of LGUs in Poland.
Table 5: Estimates of the regression model parameters for LGUs in Poland.

<table>
<thead>
<tr>
<th>LGUs</th>
<th>Regression coefficient $b$</th>
<th>Standard error $S_b$</th>
<th>$t$ Stat $tb$</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Municipalities</td>
<td>1.104872</td>
<td>0.046798</td>
<td>23.60913</td>
<td>1.001869</td>
<td>1.207874</td>
</tr>
<tr>
<td>Cities with district rights</td>
<td>1.19877</td>
<td>0.08565</td>
<td>13.9961</td>
<td>1.010255</td>
<td>1.387285</td>
</tr>
<tr>
<td>Districts</td>
<td>1.226791</td>
<td>0.077312</td>
<td>15.86797</td>
<td>1.056628</td>
<td>1.396955</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>1.033927</td>
<td>0.145763</td>
<td>7.093219</td>
<td>0.713105</td>
<td>1.354748</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations.

The data presented in Table 5 shows that there are no statistical grounds to reject the hypothesis about a linear relation between current expenses and income for all local government units in Poland.

For all LGUs, b-ratings take positive values, which means that the increase in current expenditures by PLN 1 billion is accompanied by an increase in current revenues respectively by PLN 1.10 billion (municipalities), PLN 1.20 billion (cities with district rights), PLN 1.27 billion (districts) and PLN 1.03 billion (voivodeships). Errors in estimates amount to PLN 46 million, PLN 86 million, PLN 77 million and PLN 146 million, respectively. However, taking into account the confidence interval for the regression coefficient, it can be stated with 95% probability that the increase in current expenditures of LGUs by PLN 1 billion will cause an increase in current revenues of LGUs approximately by the value from the range (PLN 1 billion; PLN 1.21 billion) for municipalities (PLN 1.01 billion; PLN 1.39 billion) for cities with district rights, (PLN 1.06 billion, PLN 1.40 billion) for districts and (PLN 713 million, PLN 1.35 billion) for voivodeships.

When analysing the values of the correlation coefficient (Table 6), it should be noted that for all LGUs groups, there is a strong positive linear relation between current expenditures incurred by these units and their current revenues.

Table 6: Values of correlation and determination coefficients between current expenditures and current revenues of LGUs in Poland and standard regression error

<table>
<thead>
<tr>
<th>LGUs</th>
<th>Correlation indicator</th>
<th>Determination coefficient</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Municipalities</td>
<td>0.990276</td>
<td>0.980647</td>
<td>1.022335</td>
</tr>
<tr>
<td>Cities with district rights</td>
<td>0.973053</td>
<td>0.946832</td>
<td>1.689194</td>
</tr>
<tr>
<td>Districts</td>
<td>0.978847</td>
<td>0.958142</td>
<td>0.370671</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>0.905867</td>
<td>0.820595</td>
<td>0.919238</td>
</tr>
</tbody>
</table>

Source: The author’s own calculations.

In the case of municipalities, cities with district rights and districts the determination coefficient is close to 1, which means a very good adjustment of the regression line to the observation results. The variability of current expenditures explains respectively 99.03% (municipalities), 97.31% (cities with district rights), 97.88% (districts) the variability of current income of these local government units. For voivodeships, the determination coefficient is 0.820595, which means that the variability of current income obtained by them was explained in 82.06% by the variability of their current expenditures (satisfactory adjustment of the regression function to empirical data). In other words, only in relation to voivodeships, the determination coefficient drops below 0.9, which still does not exclude the accuracy of the forecasts created on the basis of this model.
5. The limits of indebtedness of local government in Poland and the problem of independence of local government authorities

Legal regulations defining the scope of independence of local government in the process of contracting and servicing liabilities have been included in many normative acts. The canon of legal norms should undoubtedly include:

1. art. 104c of the Maastricht Treaty introducing the limit of the nominal value of consolidated debt within the general government sector (the Sector of Government and Local Government Institutions), the value of which should not exceed 60% of GDP calculated at market prices,

2. art. 216 para. 5 of the Constitution of the Republic of Poland, which is an adaptation of the provisions of the Treaty on European Union to the norms contained in the Basic Law, prohibiting all actions that would result in the increase of public debt above $\frac{3}{5}$ of GDP,

3. a number of specific regulations included in the Public Finance Act.

Generally, it can be stated that by the end of 2013 there were two safeguards in Poland that limited the possibility of excessive indebtedness of local government units (Surowska, 2013).

In accordance with the legal regulations in force until the end of 2013, local government units in Poland could not devote annually:

- for the repayment of credit and loan instalments and the purchase of securities intended to finance the planned budget deficit,
- for the repayment of previously contracted liabilities due to the issue of securities and incurred loans and credits,
- for interest on credits and loans, including those incurred to cover the transitional budget deficit during the financial year,
- for potential repayment of amounts resulting from granted guarantees and sureties more than 15% of their income.

The second limitation was that the total amount of the local government unit debt at the end of the budget year could not exceed 60% of the total income of this unit, and at the end of the quarter 60% of its income planned in a given budget year. The above restrictions did not apply to issued securities, credits and loans incurred in connection with the funds specified in the agreement concluded with the entity administering EU funds. However, if the EU funds were not transferred or after the transfer their return was imposed, LGUs were not able to issue securities, incur credits and loans or grant sureties and guarantees until the conditions mentioned above were met.

The Public Finance Act, which entered into force on January 1, 2010, maintained the rules for regulating the level of indebtedness of local government units. The Act specifies the principle that the legislative body of LGUs can not adopt budget, the implementation of which will cause that in the budget year and in any year following the budget year, the relation of the total amount of repayment in a given financial year of credit and loan instalments and purchase of securities along with the interest due as well as potential repayment of amounts resulting from granted sureties and guarantees, to planned total budget income will exceed the arithmetic average of the relation calculated for the last three years of its current income, increased by income from the sale of assets and decreased by current expenses, to the total budget income.

The following formula is used to calculate the limits of LGUs indebtedness:
The new ratio design in force since January 2014, on the one hand, abolishes the limitations binding until the end of 2013 of the local government unit with significant developmental potential, for which contracting even significant financial liabilities could be an instrument of safe development policy, and on the other hand disciplines entities whose high burden of income with repayment of liabilities requires extreme caution when incurring new credits and loans. This formula strictly conditions the burden of LGUs due to contracted liabilities from the operational surplus adjusted for income from the sale of assets.

The upper limit of the burden level of LGU budget with instalment repayment of previously incurred debt along with the annual costs of its servicing – determined so far by the ratio arbitrarily established by the act of 15% and 60% for all LGUs – has been replaced by a variable ratio, calculated every year, individual for each local government unit, based on the so-called operating result of the budget. Such construction of the ratio should promote an increase in the share of current income in total income and undertaking activities aimed at reducing current expenses. However, it should be noted that the independence of local government units in this area is significantly limited by the structure of their income streams resulting from the applicable regulations. This is particularly evident in the case of district budget income.

The current formula carries a number of dangers for local government in terms of incurring repayable revenues. It takes into account historical data, when its essence is to present a realistic long-term financial forecast. Thus, the new limit does not inform about creditworthiness, but significantly limits the possibility of LGUs indebtedness. Restrictions particularly apply to small LGUs with low tax potential, district local governments, in which transfers dominate from the state budget, but also from large and rich LGUs (with regard to cities with district rights), which are significantly indebted and in which the repayment of liabilities to income budget is high.

The formula of debt limits binding since 2014 practically deprives the LGU in Poland of reaching for returnable sources of financial power. It results from the analysis of the long-term financial forecast of a large group of local government units. This is the main reason for the tendency to limit indebtedness of local government in Poland observed since 2016.
6. Analysis of indebtedness of local government units in Poland and its consequences for the public finance sector

Tables 7 and 8 present the size of liabilities of individual groups of local government units in Poland and their dynamics in 2003–2016.

### Table 7: Size of liabilities of individual LGU groups in 2003–2016 (in PLN billion)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LGUs</td>
<td>17.2</td>
<td>19.2</td>
<td>21.2</td>
<td>25.0</td>
<td>25.9</td>
<td>28.7</td>
<td>40.2</td>
<td>45.0</td>
<td>65.8</td>
<td>67.9</td>
<td>69.2</td>
<td>72.0</td>
<td>71.6</td>
<td>69.0</td>
</tr>
<tr>
<td>Municipalities</td>
<td>6.6</td>
<td>7.6</td>
<td>8.1</td>
<td>9.6</td>
<td>10.0</td>
<td>10.8</td>
<td>14.6</td>
<td>21.9</td>
<td>26.0</td>
<td>26.2</td>
<td>25.8</td>
<td>26.4</td>
<td>25.4</td>
<td>23.9</td>
</tr>
<tr>
<td>Cities with district rights</td>
<td>8.8</td>
<td>9.5</td>
<td>10.4</td>
<td>11.3</td>
<td>11.3</td>
<td>12.8</td>
<td>18.7</td>
<td>23.4</td>
<td>28.1</td>
<td>29.6</td>
<td>30.9</td>
<td>32.4</td>
<td>33.2</td>
<td>32.6</td>
</tr>
<tr>
<td>Districts</td>
<td>1.2</td>
<td>1.5</td>
<td>1.8</td>
<td>2.5</td>
<td>2.6</td>
<td>2.9</td>
<td>3.9</td>
<td>5.4</td>
<td>6.1</td>
<td>6.0</td>
<td>5.9</td>
<td>5.9</td>
<td>5.8</td>
<td>5.7</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>0.6</td>
<td>0.6</td>
<td>0.9</td>
<td>1.6</td>
<td>2.0</td>
<td>2.2</td>
<td>3.0</td>
<td>4.3</td>
<td>5.6</td>
<td>6.1</td>
<td>6.6</td>
<td>7.3</td>
<td>7.2</td>
<td>6.8</td>
</tr>
</tbody>
</table>

Source: The author's own calculations, in constant prices of 2011.

### Table 8: The dynamics of liabilities of individual LGU groups in 2003–2016 (in%)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LGUs</td>
<td>111.6</td>
<td>110.4</td>
<td>117.9</td>
<td>110.4</td>
<td>110.8</td>
<td>140.1</td>
<td>111.9</td>
<td>146.2</td>
<td>103.2</td>
<td>101.9</td>
<td>104.0</td>
<td>99.4</td>
<td>96.4</td>
</tr>
<tr>
<td>Municipalities</td>
<td>115.1</td>
<td>106.6</td>
<td>118.5</td>
<td>104.2</td>
<td>108.0</td>
<td>135.2</td>
<td>150</td>
<td>118.7</td>
<td>100.8</td>
<td>98.4</td>
<td>102.3</td>
<td>96.2</td>
<td>94.1</td>
</tr>
<tr>
<td>Cities with district rights</td>
<td>108</td>
<td>109.5</td>
<td>108.7</td>
<td>100</td>
<td>113.3</td>
<td>146.1</td>
<td>125.1</td>
<td>120.1</td>
<td>105.3</td>
<td>104.4</td>
<td>104.8</td>
<td>102.5</td>
<td>98.2</td>
</tr>
<tr>
<td>Districts</td>
<td>125</td>
<td>120</td>
<td>139</td>
<td>104.0</td>
<td>111.5</td>
<td>134.5</td>
<td>138.5</td>
<td>113.0</td>
<td>98.4</td>
<td>98.3</td>
<td>100.0</td>
<td>98.3</td>
<td>98.3</td>
</tr>
<tr>
<td>Voivodeships</td>
<td>100</td>
<td>150</td>
<td>178</td>
<td>125.0</td>
<td>110.0</td>
<td>136.4</td>
<td>143.3</td>
<td>130.2</td>
<td>108.9</td>
<td>108.2</td>
<td>110.6</td>
<td>98.6</td>
<td>94.4</td>
</tr>
</tbody>
</table>


The figures in Tables 7 and 8 indicate a significant increase in local government liabilities in the years 2003–2014. The dynamics of liabilities growth was high throughout the analysed period and exceeded the inflation rate. However, the increase in LGUs liabilities after 2008 should be alarming:

- **Firstly**, due to the significant increase of its share in the structure of public debt and,
- **secondly**, due to the financial consequences for LGUs in the following years.

Liabilities of LGUs within 8 years (in the years 2007–2014) increased from PLN 26 billion to PLN 72 billion. During this period, the debt of all local government units in Poland increased almost threefold.

In 2015–2016, however, we are observing the stabilization of LGUs indebtedness. Not only dynamics falls, but even all LGUs groups are beginning to limit their indebtedness. At the end of 2016, LGUs debt decreased by over PLN 3 billion, i.e. up to PLN 69 billion. As a consequence, after 2013 it is possible to observe phenomena of limiting the development activity of LGUs. The share of property expenses in total expenses decreases and indebted local government units limit their liabilities so as not to exceed the individual debt ratio, which means a violation of the law.

This indebtedness reduction is aimed at adapting to the current ratio by consolidating credits and loans. The danger, however, lies in the fact that in many LGUs there is a shift of liabilities to the next year. This is a dangerous phenomenon and should be closely monitored by supervisory authorities in order to warn local governments about the debt trap. Therefore, in subsequent years, local government units should strive to minimize
the risk of losing financial liquidity, by managing debt and finances on the basis of rules set by themselves. Modern debt management is based on the calculation of creditworthiness based on fixed, and not incidental income, for example, from the sale of communal property.

7. Discussion and Conclusions

Local government is a part of the public finance sector. Therefore, a significant part of its income has a strictly defined purpose. Such targeting of income for the financing of specific tasks limits the scope of financial autonomy of local government and reduces it to the role of administering public funds and spending them on financing of specific tasks. Limitation of LGUs financial independence is also the exercise of supervision and control over the local government.

At the same time, however, the essence of local government lies in the fact that it is focused on local development. Owing to this, local authorities have their own income at their disposal and can also reach extraordinary sources of financial power, such as loans and credits. This duality resulting from the essence of the functioning of local government can be the cause of its numerous real and financial problems, especially when the repartition of public funds between the central authority and local government will be made incorrectly. The presented article draws attention to some issues related to the problem of indebtedness of local government units in Poland.
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Regional distribution of health care non-financial resources in Poland
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Abstract

Redistribution of infrastructure resources in the hospital health care sector can affect both the competitiveness, as well as inequalities in access to services. The aim of the study is to analyse the relationship between redistribution of health care system’s infrastructural resources at regional level. This research try to assess inequalities in health care resources in Poland and competitiveness at regional level, calculated using indicators of concentration. We indicate regions with insufficient resources and regions well equipped with infrastructure, diagnostic equipment and medical staff. The following hypothesis are formulated: (H1) there is a stable level of concentration of infrastructural resources in Poland in the period 2008–2016; (H2) the concentration of non-financial resources is uneven between the voivodships in the years 2014–2016. To verify the hypotheses we use indicators of concentration i.e. Hannah-Kay, Rosenbluth/Hall-Tideman, Gini coefficient. We found, that at the country level a varied level of concentration of non-financial resources can be observed – in the case of hospital beds and operating rooms it is definitely lower, than in the case of diagnostic equipment. What’s more, it is confirmed that the level of concentration not to increase in time. The data come from The Centre of Health Information Systems and cover the period 2008–2016 for NTS1 and 2014–2016 for NTS2.

Keywords: health care, non-financial resources, redistribution, Hannah-Kay, Rosenbluth/Hall-Tideman, Gini coefficient.
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1. Introduction

One of the most important objectives of the health system is to provide equal access to benefits. The problem of availability of health care benefits can be seen in many aspects, as the potential availability versus revealed one (Luo and Wang, 2003), (Lin, Crawford and Salmon, 2005) or spatial versus non-spatial factors (Wang and Luo, 2005). We can assume, that potential, spatial, availability has a fundamental, primary character as a result of uneven distributions of healthcare providers. We can measure this phenomenon using indicators of spatial distribution, especially density’s indicators. In order to ensure equal and fair access to health care benefits, the distribution of resources should reflect population’s need, taking into account also non-spatial aspect, like gender, age or economic status (Wang and Luo, 2005), (Tkacova, Gavurova and Behun, 2017), (Barešová, Horáková and Urbánek, 2018).

This study is a continuation of our previous research, which show the relationship between population’s state of health and redistribution of non-financial resources (infrastructure, human resources, equipment), especially in the case of women, which are generally much more at risk of unmet health care needs compared to men (Bem, 2013) (Ucieklak-Jeż, 2016a, 2016b), (Manuel, 2017), (Bem, Ucieklak-Jeż & Prędkiewicz, 2016). Than we employ selected measures of concentration (HHI, GIH) in order to prove, that there are several provinces characterised by the high level of concentration of some resources. The indicators of concentration are usually employed to measure a level of competiveness by the analysis of the level of competition (Baker, 2001), which can be a result of mergers and acquisitions in the healthcare sector, what can limit the potential access to health care benefits (Posnett, 1999). Our finding are generally consistent which other's authors results who used HHI index – they confirm the existence of uneven redistribution, but calculated levels of concentration are slightly different (Rój, 2016), (Lyszczarz, 2014), (Michalski, 2016b).

In this study we employ another measures of concentration, hence the aim of this study is to analyse, whether the change of methodology affect obtained results. We propose two concentration indexes as an alternative method which allow to measure regional redistribution of non-financial resources. The concept is based on previous results, which prove the relationship between concentration’s indices and inequalities (Bajo and Salas, 2002).

This research concentrate on infrastructural resources (infrastructure and equipment). We assume that high concentration of healthcare providers, in certain areas lower potential access to healthcare benefits. It should be mentioned, that in Poland there is the division between health care facilities’ ownership and health care funding – financial resources can allocated only if some appropriate infrastructure exist (Bem, 2013), (Ivanová and Čepel, 2018), (Veliu et al. 2018).

Our results should be a source of some corrective actions, which should allow to achieve better health care outcomes (Wilson and Rosenberg, 2004), (Harding, 1999), by identifying regions where availability should be higher and those, where some increase in infrastructural resources will not improve population’s health state (Fransen et al., 2018).

---

68 The paper entitled “Concentration of hospital infrastructural resources as a source of inequalities in access to health care benefits in Poland” presented during the conference “Finance and Sustainability”, 20th of October 2017, Wroclaw, not publish yet.
Capabilities for corrective action vary, depending on employed healthcare financing system – it seems that budgetary financing system creates, in this aspect, the greatest opportunities, having means of a direct impact on healthcare providers.

We formulate following research hypotheses:

(H1) there is a stable level of concentration of infrastructural resources in Poland in the period 2008–2016;
(H2) the concentration of non-financial resources is uneven between the voivodships in the years 2014–2016.

The hypothesis H1 assumes, that the level of concentration of non-financial resources indicates the stability of health resources in Poland. The hypothesis H2 assumes that there are regional competitiveness in health care resources calculated using concentration indices. That means that there are regions deficient in resources and the region well equipped with infrastructure, diagnostic equipment and medical staff. The verification of H2 hypothesis includes not only the analysis of calculated concentration’s measures but also indicates the regions with the lowest and highest inequality of non-financial resources.

The data come from The Centre of Health Information Systems and cover the period 2008–2016 for NTS1 and 2014–2016 for NTS2.

2. Methodology and Data

In this research we employ measures of concentration for selected resources in the Polish healthcare system. This method is based on the assumption, that regions that are characterised by similar values of the selected indicators are similar – in terms of the analysed variables, representing health care resources.

We choose indicators characterizing the availability of infrastructure (e.g., number of beds, number of operating theatres) and diagnostic equipment (e.g. CT scans, MRI scans). The set of variables is selected on the basis of previous studies, which allow to select non-financial resources which are importantly related to population’s health status (Ucieklak-Jeż and Bem, 2015), (Ucieklak-Jeż, Bem and Prędkiewicz, 2015), (Bem, Ucieklak-Jeż and Siedlecki, 2016), (Blendinger and Michalski, 2018). Diagnostic variables, characterizing availability of infrastructure and diagnostic equipment are as follow:

- HOB – number of hospital beds;
- ECHO – number of echocardiograph units;
- PET – number of Pet scanning units;
- MRU – number of MR units;
- OPT – number of operating theatres

Based on diagnostic variables we calculate two measures of concentration: The Hannah & Kay Indicator (HKI) and Rosenbluth/Hall-Tidemana Indicator (ROS/HTI). Both indicators are a sum of standardized indexes, describing selected healthcare resources. The above indicators are similar to the Herfindahl-Hirschman Index (HHI), which are aimed at solving its underlying defects – the primary influence on his values have the largest players in the market, and the impact of smaller ones is basically irrelevant (Matczak, 2016).
Table 1: Summary Characteristics of Concentration Indices

<table>
<thead>
<tr>
<th>Index</th>
<th>Range</th>
<th>Number of Categories</th>
<th>Size Distribution</th>
<th>Relationship between Index and Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>HHI</td>
<td>$1/n, ..., 1$</td>
<td>All categories</td>
<td>Greater emphasis on large categories</td>
<td>+</td>
</tr>
<tr>
<td>ROS/HTI</td>
<td>$0, ..., 1$</td>
<td>All categories</td>
<td>Sensitive to changes in smaller categories</td>
<td>+</td>
</tr>
<tr>
<td>RI</td>
<td>$0, ..., 1$</td>
<td>All categories</td>
<td>Sensitive to changes in larger categories</td>
<td>−</td>
</tr>
<tr>
<td>CCI</td>
<td>$0, ..., 1$</td>
<td>All categories</td>
<td>Reflects both dispersion and magnitude</td>
<td>+</td>
</tr>
<tr>
<td>HKI</td>
<td>$1/S_{1,...,n}$</td>
<td>All categories</td>
<td>Ambiguous</td>
<td>−</td>
</tr>
<tr>
<td>ENT</td>
<td>$0, ..., \log n$</td>
<td>All categories</td>
<td>Irregular</td>
<td>−</td>
</tr>
<tr>
<td>DivI</td>
<td>$0, ..., 1$</td>
<td>All categories</td>
<td>Uniform sensitivity</td>
<td>+</td>
</tr>
</tbody>
</table>


The Hannah & Kay Indicator (HKI) is given by the following formula (Bikker and Haaf, 2002), (Michalski, G. 2016a):

$$HKI = \left( \sum_{i=1}^{n} R_i^\alpha \right)^{1/(1-\alpha)}$$

(1)

where the indicator of flexibility $\alpha > 0, \alpha \neq 1$ reflects the perception of changes in concentration, resulting from the input/output of an entity from the market. When $\alpha = 2$ the HKI indicator reaches a value equal to HHI.

The Rosenbluth/Hall-Tideman Indicator (ROS/HTI) is described as follow (Hall and Tideman, 1967):

$$ROS / HTI = 1/(2\sum_{i=1}^{n} R_i - 1)$$

(2)

This index is more sensitive to the number of entities (e.g. provinces in the region) than to their shares in the total number of entities. The more actors operates on the market, the greater is the importance of smaller shareholders.

$$GHI(x) = \frac{\sum_{i=1}^{n} (2i - n - 1)x_i}{n^2 x}$$

(3)

Gini index (3) values range from 0 to 1 and it is a relative measure that allows to compare easily the degree of inequality in populations characterized by different strength and different, average, medical needs (Kennedy et al., 1998), (Navarro et al., 2006).

Technically, by dividing the interval $[0, 1]$ into three parts: $<0-0.3(3)>, <0.3(3)-0.6(6)>$ and $<0.6(6)-1>$, we can give the values of the Gini coefficient respectively: low, moderate and high level (Kurowska, 2011), (Szajt, 2014).
3. Results

In the first stage, we analyse the level of concentration for the whole country calculated using data for regions (voivodships). The analysis of the concentration of medical infrastructure, using the HKI indicator, do not offer any conclusive results. In terms of the number of hospital beds' concentration the HKI indicator doesn't show significant fluctuations (min. 12.216, max. 12.246). Similarly, in the case of the number of operating rooms (OPT) we do not observe changes in the level of concentration (table 2).

Table 2: HKI concentration indicator for the years 2008–2016

<table>
<thead>
<tr>
<th>Year</th>
<th>HOB</th>
<th>ECHO</th>
<th>PET</th>
<th>MRU</th>
<th>OPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>12.216</td>
<td>12.080</td>
<td>5.918</td>
<td>7.359</td>
<td>12.410</td>
</tr>
<tr>
<td>2010</td>
<td>12.246</td>
<td>12.303</td>
<td>5.000</td>
<td>9.685</td>
<td>12.333</td>
</tr>
<tr>
<td>2011</td>
<td>12.415</td>
<td>11.888</td>
<td>4.129</td>
<td>5.000</td>
<td>12.350</td>
</tr>
<tr>
<td>2015</td>
<td>12.305</td>
<td>11.734</td>
<td>7.529</td>
<td>10.55</td>
<td>12.216</td>
</tr>
</tbody>
</table>

Source: own study

A little differently behave variables representing the diagnostic equipment. In the case of ECHO variable (number of echocardiograph units) we observe a slight increase in the level of concentration (decline in value of HKI). In the case of MRU variable (number of MR units) it is difficult to identify any trends, while the lowest level is reached in 2015 year. When it comes to the PET variable (number of Pet scanning units), from 2009–2013 we can observe a decrease in concentration, and during 2013–2016 – an increase in concentration’s level (table 2).

Table 3: ROS/HTI concentration indicator for the years 2008–2016

<table>
<thead>
<tr>
<th>Year</th>
<th>HOB</th>
<th>ECHO</th>
<th>PET</th>
<th>MRU</th>
<th>OPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>0.089</td>
<td>0.088</td>
<td>0.168</td>
<td>0.136</td>
<td>0.088</td>
</tr>
<tr>
<td>2009</td>
<td>0.089</td>
<td>0.089</td>
<td>0.267</td>
<td>0.123</td>
<td>0.088</td>
</tr>
<tr>
<td>2010</td>
<td>0.089</td>
<td>0.088</td>
<td>0.217</td>
<td>0.111</td>
<td>0.088</td>
</tr>
<tr>
<td>2011</td>
<td>0.088</td>
<td>0.091</td>
<td>0.258</td>
<td>0.217</td>
<td>0.088</td>
</tr>
<tr>
<td>2012</td>
<td>0.088</td>
<td>0.091</td>
<td>0.160</td>
<td>0.104</td>
<td>0.089</td>
</tr>
<tr>
<td>2013</td>
<td>0.088</td>
<td>0.089</td>
<td>0.096</td>
<td>0.111</td>
<td>0.089</td>
</tr>
<tr>
<td>2014</td>
<td>0.088</td>
<td>0.100</td>
<td>0.161</td>
<td>0.103</td>
<td>0.089</td>
</tr>
<tr>
<td>2015</td>
<td>0.088</td>
<td>0.091</td>
<td>0.136</td>
<td>0.101</td>
<td>0.088</td>
</tr>
<tr>
<td>2016</td>
<td>0.088</td>
<td>0.091</td>
<td>0.161</td>
<td>0.103</td>
<td>0.089</td>
</tr>
</tbody>
</table>

Source: own study

The use of the ROS/HTI indicator brings slightly different results. In the case of the number of hospital beds (HOB) we observe the stable, high level of concentration, similarly as in the case of the number of operating rooms (OPT) and ECHO (number of echocardiograph units) (with the exception of the year 2014). In the case of MRU (number of
MR units) we identify a constant, low level of concentration, while for PET (number of Pet scanning units) relatively constant low level of concentration, but only in the years 2012–2016 (table 2). This estimation shows that ROS/HTI indicator is sensitive to the number of observations and results for a small sample (16 voivodships) do not indicate fluctuations in the level of concentration. These observations provide arguments in favour of the H1 hypothesis assuming that there is a stable level of concentration of infrastructural resources in Poland in the period of 2008–2016.

In the next part of the study we calculate the HTI indicators, at the level of regions in order to identify the level of concentration inside regions. Obtained results are compared with the values of the GINI coefficients (GIH) for selected resources (table 3).

Table 4: Measures of concentration (ROS/HTI, GIH) for HOB variables, by voivodships, in the years 2014–2016

<table>
<thead>
<tr>
<th>Voivodeships</th>
<th>HKI</th>
<th>ROS/HTI</th>
<th>GIH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2014</td>
<td>2015</td>
<td>2016</td>
</tr>
<tr>
<td>Dolnośląskie</td>
<td>6.897</td>
<td>6.849</td>
<td>6.803</td>
</tr>
<tr>
<td>Kujawsko-pomorskie</td>
<td>6.410</td>
<td>6.408</td>
<td>6.380</td>
</tr>
<tr>
<td>Lubelskie</td>
<td>7.500</td>
<td>7.570</td>
<td>7.582</td>
</tr>
<tr>
<td>Lubuskie</td>
<td>9.023</td>
<td>8.795</td>
<td>8.464</td>
</tr>
<tr>
<td>Łódźkie</td>
<td>4.402</td>
<td>4.561</td>
<td>4.441</td>
</tr>
<tr>
<td>Małopolskie</td>
<td>5.298</td>
<td>5.346</td>
<td>5.342</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td>7.842</td>
<td>7.890</td>
<td>7.877</td>
</tr>
<tr>
<td>Opolskie</td>
<td>6.013</td>
<td>6.298</td>
<td>6.417</td>
</tr>
<tr>
<td>Podkarpackie</td>
<td>12.133</td>
<td>11.857</td>
<td>11.984</td>
</tr>
<tr>
<td>Podlaskie</td>
<td>4.888</td>
<td>5.143</td>
<td>5.060</td>
</tr>
<tr>
<td>Pomorskie</td>
<td>6.941</td>
<td>7.242</td>
<td>6.961</td>
</tr>
<tr>
<td>Śląskie</td>
<td>19.593</td>
<td>19.535</td>
<td>19.262</td>
</tr>
<tr>
<td>Świętokrzyskie</td>
<td>7.842</td>
<td>7.890</td>
<td>7.877</td>
</tr>
<tr>
<td>Warmińsko-mazurskie</td>
<td>9.058</td>
<td>8.944</td>
<td>9.118</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td>5.948</td>
<td>6.054</td>
<td>6.319</td>
</tr>
<tr>
<td>Zachodniopomorskie</td>
<td>4.932</td>
<td>4.900</td>
<td>4.707</td>
</tr>
</tbody>
</table>

Source: own study

In the case of HKI index we observe a fairly low level of concentration in all provinces, and regions with the lowest level of concentration in: Podkarpackie and Lubuskie voivodeships. We can also conclude that the level of concentration is stable in time. By comparing the results with those obtained using a GINI coefficient, we observe a higher diversification. Especially, the level of concentration for all provinces should be considered as moderate.

In the case of the ROS index/HTI we observe a fairly low concentration level for all voivodeships, while the regions of lowest level of concentration are: Dolnośląskie, Śląskie and Wielkopolskie. We can also conclude, that the level of concentration is stable in time. Comparing the results with those obtained using the GIH indicator we show some discrepancies, particularly the concentration's level in all voivodships should be considered as the average. Secondly, the analysis with the use of GIH indicate other regions as those characterised by lowest concentration (Świętokrzyskie i Lubuskie). Those differences are also stable in time (table 3).

The analysis of the distribution of the number of operating rooms (ROS/HTI) shows greater variation between regions – from the low level (11.108 for Śląsk) to high (2.883 for Małopolskie). In all provinces, we observe a decrease in the level of concentration. The results obtained using GIH correspond with those obtained using HKI (table 3). As in the case of ROS/HTI the concentration level decreases over time. These observations provide
arguments in favour of the hypothesis H2: the concentration of infrastructural resources is uneven between voivodships in the years 2014–2016.

Table 5: Measures of concentration (ROS/HTI, GIH) for OPT variables, by voivodships, in the years 2014–2016

<table>
<thead>
<tr>
<th>Voivodeships</th>
<th>HKI</th>
<th>ROS/HTI</th>
<th>GIH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dolnośląskie</td>
<td>4.014</td>
<td>3.731</td>
<td>4.518</td>
</tr>
<tr>
<td>Kujawsko-pomorskie</td>
<td>5.391</td>
<td>4.987</td>
<td>5.121</td>
</tr>
<tr>
<td>Lubelskie</td>
<td>6.291</td>
<td>7.005</td>
<td>5.571</td>
</tr>
<tr>
<td>Lubuskie</td>
<td>3.000</td>
<td>7.577</td>
<td>8.383</td>
</tr>
<tr>
<td>Łódźkie</td>
<td>3.602</td>
<td>3.306</td>
<td>3.674</td>
</tr>
<tr>
<td>Małopolskie</td>
<td>2.200</td>
<td>2.565</td>
<td>3.328</td>
</tr>
<tr>
<td>Mazowieckie</td>
<td>2.883</td>
<td>3.192</td>
<td>4.441</td>
</tr>
<tr>
<td>Opolskie</td>
<td>5.466</td>
<td>7.692</td>
<td>2.995</td>
</tr>
<tr>
<td>Podkarpackie</td>
<td>10.382</td>
<td>11.602</td>
<td>5.466</td>
</tr>
<tr>
<td>Podlaskie</td>
<td>3.373</td>
<td>3.089</td>
<td>4.306</td>
</tr>
<tr>
<td>Pomorskie</td>
<td>4.149</td>
<td>4.259</td>
<td>5.710</td>
</tr>
<tr>
<td>Śląskie</td>
<td>11.108</td>
<td>9.739</td>
<td>13.662</td>
</tr>
<tr>
<td>Świętokrzyskie</td>
<td>5.222</td>
<td>5.864</td>
<td>6.145</td>
</tr>
<tr>
<td>Warmińsko-mazurskie</td>
<td>7.446</td>
<td>8.766</td>
<td>8.369</td>
</tr>
<tr>
<td>Wielkopolskie</td>
<td>4.780</td>
<td>3.924</td>
<td>5.542</td>
</tr>
<tr>
<td>Zachodniopomorskie</td>
<td>3.010</td>
<td>2.899</td>
<td>4.681</td>
</tr>
</tbody>
</table>

Source: own study

4. Discussion and Conclusions

These observations provide arguments in favour of both research hypotheses. At the country level varied level of concentration of non-financial resources can be observed – in the case of hospital beds and operating rooms it is definitely lower, than in the case of diagnostic equipment. What’s more, it is confirmed that the level of concentration is stable in time.

On the other hand, our analysis reveal a diverse level of concentration at the level of the voivodships, from the low to medium level, even in the case of resources that are, at the country level, the least concentrated. We noticed, however, that the level of concentration slightly decreases over time. What’s more, during the analysis of concentration of non-financial resources we also attempt to employ a new research tool. The most popular tool, known from literature, is GINI coefficient. In the study, we additionally employ two other indicators, such as ROS/HTI and HKI. While estimates of concentration using HKI gives similar results as GIH, the analysis using ROS/HTI suggests a different level concentration than GIN.
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Abstract

One of the main goals of the competition law is an optimal deterrence from an anticompetitive conduct. The essential tool to achieve such goal is a sanction competition policy which increases the costs of an anticompetitive conduct and therefore, if set at the optimal level, the breach of the competition rules does not pay off. The calculation of the costs and benefits of an anticompetitive conduct, however, requires a rationally thinking competitor. Human beings including professional managers have, nevertheless, bounded rationality, they suffer from systematic cognitive biases and therefore they often fail to act according to the principle of wealth maximization. The aim of this paper is to consider how it is possible to strengthen the deterrence effect of competition law, using the findings of behavioral law and economics, by non-sanction mechanisms that are relatively cheap and easy to implement. In particular, I consider how we can use a so called availability heuristic to influence ex ante decision of the competitors whether they breach competition rules or not. Thus, the findings of this paper, if implemented, could help prevent formation of new cartels even without modifying a costly enforcement system.
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1. Introduction

Competition law is strongly influenced by economic theory whether in the field of mergers, abuse of dominant position or enforcement of competition rules. The Office for the

---

Protection of Competition ("the Office") has its own department of Chief Economist which carries out economic (or econometric) analysis of the dominant position abuse cases, prohibited agreements or mergers. The influence of economy in the field of competition law can nowadays be seen also in the developing effect based approach and departure from the so called *per se* approach.

Competition authorities impose higher and higher fines upon cartelists (but also upon other competitors breaching competition rules), we can observe a development of private enforcement of competition law in Europe, while the private enforcement is a dominant pillar of enforcement in the USA where triple damages fulfil punitive function (punitive damages) rather than only a compensatory function, which further strengthens deterrence of competition law. In the USA but also in some European states, the persons liable for conclusion of prohibited cartel agreements face criminal proceedings, they may be imprisoned and can be also individually fined.

Yet, the main goal of competition law – an optimal deterrence of anticompetitive behaviour, has not been achieved. The goal of competition law is actually not a mere imposition of high fines or imprisonment of cartelists, thus a kind of ex post taxation of harmful behaviour. Competition law primarily aims to deter, to prevent such harmful anticompetitive conduct.

In the Czech Republic, public enforcement of competition law carried out by the Office still dominates nowadays. Investigation but also the administrative proceeding itself is costly and the resources of the Office are limited. The Office thus necessarily must choose how to spend such limited resources in order to promote competition according to its legal duty. This costly activity of the Office should prevent anticompetitive conduct and thus increase social welfare.

The aim of this paper is to consider whether it is possible, apart from sanction mechanisms which are costly, to strengthen deterrence effect of competition law using means that are not costly and relatively easy to implement. In this regard I consider if and how the findings of behavioural law and economics can influence ex ante decision of the competitors whether they breach competition rules or not.

---


72 In the USA, the claims for compensation for damage caused by anticompetitive conduct are very attractive because the claimants are granted with wide investigative powers and possibility to claim triple damages. These strong investigatory powers are subject to criticism since even claimants with a very vague suspicion can enter business premises and "fish" for evidence for their claim. See Eric McCarthy, Allyson Maltas, Matteo Bay and Javier Ruiz-Calzado, Litigation culture versus enforcement culture A comparison of US and EU plaintiff recovery actions in antitrust cases, The Antitrust Review of the Americas 2007, a Global Competition Review, available online: https://www.lw.com/upload/pubContent/_pdf/pub1675_1.pdf, p. 38–39.

73 E.g. France, UK, and in case of bid rigging agreements also Germany, Austria, Hungary, Poland and Italy.

74 Act no. 273/1996 Coll., on Office for the Protection of Competition.

2. Sanction competition policy in the Czech Republic and EU

2.1. Czech Republic

Fines imposed by the Office upon the competitors who breached the competition rules are *de facto* the only working enforcement mechanism in the Czech Republic nowadays. Although the criminal code *de iure* establishes in its section 248 paragraph 2 a crime of conclusion of anticompetitive agreements (including the bid rigging agreements) with a penalty of imprisonment for up to 3 years (and an act no. 418/2011 Coll. covers the same crime committed by legal persons), disqualification or confiscation of property but this is rather a theoretical provision which has never been applied in practice. Criminalization of anticompetitive conduct thus does not exist in the Czech Republic.

Similarly, on 1 September 2017 an act on compensation for damage in the field of economic competition has become effective. This act includes rules that make the position of claimants that claim compensation for damage against competitors who breached competition rules easier. Boom of private enforcement of competition law has, however, so far not occurred and we will see in the future if this act really will enhance private enforcement and thus deterrence effect of competition law or not.

The fines imposed by the Office upon the competitors are even despite more active sanction policy of the Office deeply under the optimal level and they do not prevent anticompetitive behaviour. From the Figure 1 below follows that the Office imposed upon the competitors who concluded anticompetitive agreements much higher fines in the last years (2015 and 2016) than in the previous years (2010–2013). In 2015 it even imposed a record fine to the cartel of the construction companies. Yet, it is not possible to talk about optimal level of fines for anticompetitive behaviour in the Czech Republic.

![Figure 1: The amount of fines imposed upon competitors for conclusion of anticompetitive agreements (I. instance, in millions Czech Crowns)](source: Annual report of the Office for the year 2016.)

---

76 Act no. 262/2017 Coll, on Damages in the Field of Competition, as amended.

77 One of the few cases of antitrust damage claim in the Czech Republic is the action of Asiana against Student Agency for the abuse of dominant position (predatory pricing) which is, however, still pending.

78 In 2010 and 2011 the Office issued 4 cartel decisions each year, in 2012 only 1 such decision, in 2013 two of them and in 2014 ten of them, in 2015 five and in 2016 thirteen. Source: Annual report of the Office for the year 2016.
The analysis of the fines imposed upon competitors who concluded anticompetitive agreements in the Czech Republic in years 2009–2016 showed that the fines did not even take the cartel gains away (gains achieved by the competitors due to the existence of the cartel), much less they had deterrence effect considering a very low probability of detection and punishment. Such conclusion actually confirms the Office itself because since 2015 it declares that a new guidelines on fines which would substantially increase the fines is needed. By now, however, new guidelines has not been adopted and the Office thus still imposes fines under optimal level.

2.2. European Union

European Commission substantially increased, after the adoption of the new Guidelines for imposition of the fines in 2006, the fines imposed to cartel members. Connor in his study found out that the fines imposed upon the cartel members since 2006 increased 141 times compared to the fines imposed according to the previous Guidelines from 1998. Allain and others in their study concluded that in the period 2005–2012 around 30–80% of imposed fines had deterrent effect. Combe and others on the contrary concluded that in the period 1975–2009 only 50% of all fines imposed were able to take the cartel gains away considering the probability of detection of 100%. Thus they concluded that the fines imposed upon cartel members were in the observed period rather suboptimal. In the last years, the European Commission imposes upon cartelists fines amounting to billions of Euros every year, as we can see in the Figure 2 below.

Nevertheless, it is still not possible to talk about an efficient prevention of cartels. The number of decisions in the field of prohibited anticompetitive agreements in the EU does not decline (see Figure 3 below). In the Czech Republic it even increases as the Figure 4 below shows. It is not, however, possible to clearly determine the cause of such increase. The anticompetitive agreements are kept secret by their participants and thus we cannot determine the number of cartels that stay uncovered. The increasing number of the detected cartels may be caused by the increase of probability of their detection and thus increase in the success rate of the competition authority. But it can equally be caused simply by the increase of the total number of cartels in the society.

The insufficient deterrence of anticompetitive behaviour can be proved also by the efforts to enhance private enforcement of competition law in Europe as well as imposition of individual sanction in some member states of EU.

---

80 E.g. Annual report of the Office for the year 2014, p. 92.
81 Guidelines on the method of setting fines imposed pursuant to Article 23(2)(a) of Regulation No 1/2003.
85 France, UK, and in case of bid rigging agreements also Germany, Austria, Hungary, Poland and Italy.
Figure 2: Fines imposed by the European Commission upon the cartelists.


<table>
<thead>
<tr>
<th>Year</th>
<th>Amount in €*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990 - 1994</td>
<td>539 691 550</td>
</tr>
<tr>
<td>1995 - 1999</td>
<td>292 838 000</td>
</tr>
<tr>
<td>2000 - 2004</td>
<td>3 462 421 100</td>
</tr>
<tr>
<td>2005 - 2009</td>
<td>9 414 012 500</td>
</tr>
<tr>
<td>2010 - 2014</td>
<td>7 917 216 674</td>
</tr>
<tr>
<td>+++2015 - 2017++</td>
<td>6 037 163 000</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>27 663 344 824</strong></td>
</tr>
</tbody>
</table>

Figure 3: The number of the decisions issued by the European Commission in the field of prohibited agreements.


<table>
<thead>
<tr>
<th>Period</th>
<th>Undertakings</th>
</tr>
</thead>
<tbody>
<tr>
<td>1990 - 1994</td>
<td>185</td>
</tr>
<tr>
<td>1995 - 1999</td>
<td>45</td>
</tr>
<tr>
<td>2000 - 2004</td>
<td>157</td>
</tr>
<tr>
<td>2005 - 2009</td>
<td>200</td>
</tr>
<tr>
<td>2010 - 2014</td>
<td>180</td>
</tr>
<tr>
<td>+++2015 - 2017++</td>
<td>68</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>835</strong></td>
</tr>
</tbody>
</table>

---

86 Note: In 2017 only decisions issued by 22 November 2017 are included.
87 Note: In 2017 only decisions issued by 22 November 2017 are included.
3. Crime and punishment: the costs and benefits of prohibited conduct

Chicago school\textsuperscript{88} that strongly influenced and still influences competition policy is based on the rational choice theory. It presumes a rationally thinking, welfare maximizing businessman.\textsuperscript{89} A central notion of Chicago school is efficiency. Gary S. Becker, one of the representatives of Chicago school, was the first one who dealt with an economic efficiency of criminality.\textsuperscript{90} He presumed a rationally thinking criminals who commit crime not because they are influenced by the environment they were raised in but rather mainly because the crime pays off in economic terms. In other words, criminals commit crime because its expected profits exceed its expected costs. If such conduct becomes non-profitable, for example due to regulation, a rationally thinking profit-maximizer will cease to commit such crime. According to this theory it is unimportant whether optimal deterrence will be achieved by a high probability of detection combined with a lower level of penalties or rather a very high level of penalties and lax investigation. The optimum is, for rationally thinking individual who is counting, always the same.

If we apply Becker's theory to competition policy, the optimal deterrence from anticompetitive conduct will be achieved if all expected sanctions multiplied by the probability of detection exceed the expected gain achieved as a result of such anticompetitive conduct. If a rational competitors expect an imposition of fine higher than their gains achieved exclusively thanks to the cartel's existence, they will simply not engage in such conduct.

\textsuperscript{88} The essential ideas of Chicago school in the field of competition law were formulated by Aaron Director and were based on price theory. He assumed that businessmen are rational profit-maximizers. For deeper discussion of Chicago school of antitrust thinking see Richard A. Posner, "The Chicago School of Antitrust Analysis," 127 University of Pennsylvania Law Review 925 (1978).


\textsuperscript{90} His seminal paper is Crime and Punishment: An Economic Approach 76 J.POL. ECON. 169 (1968).
Some theorists claim that optimal punishment (in case of European competition law mainly fines) should relate to the damage caused to the society by an anticompetitive conduct. Given the costly investigation of the cartels, it is socially efficient to investigate and punish less than 100% of existing cartels. According to the second theory it is thus optimal to sanction only conduct the gains of which achieved by the given competitors do not exceed the costs borne by the society as a whole. In other words, only a conduct the total effect of which is negative should be punished. Both approaches are equally legitimate but the first approach is, in my opinion, easier to implement in practice since the gains of the cartels are equal to overcharge above the competitive prices and such prices can be determined by economic models which are used for counting a direct damage claimed by damaged individuals before civil courts. In case of the second theory, however, it would be necessary to examine also further, indirect damages caused to society, such a lowering of consumer surplus which would be problematic.

4. Bounded rationality, heuristics and their influence on prevention of cartels

4.1. Bounded rationality of managers

The assumption of Chicago school that competitors are rational individuals who count the benefits and the costs of every conduct in advance and that they engage only in those conduct that pays off, was disproved by many empirical researches. Humans, including professional managers, have bounded rationality, suffer from systematic cognitive biases about the probable results of different conduct and thus they often act contrary to the principle of maximization of welfare. These systematic mistakes that are in contradiction to rational choice theory are the consequence of so called heuristic that simplify decision making of individuals of complicated and uncertain issues.

An example of such heuristic that can directly influence decisions of managers whether they conclude a prohibited cartel agreement or not, is an availability heuristic. It means that individuals tend to systematically overestimate a probability of such events about which they heard recently or which are often publicly discussed. Individuals consider such events more frequent (statistically more likely to occur) than they are in reality.

---

92 E.g. an experiment in Israel day care centres showed that parents were picking up children on time when there was no fine for late arrival because they felt ashamed in front of the teacher. Once the fine for late arrival was introduced, the number of parents coming late rapidly increased. See Uri Gneezy and Aldo Rustichini, “A Fine Is a Price,” The Journal of Legal Studies 29, no. 1 (January 2000): 1-17.
93 Professional managers who have the powers to make decisions and have a position to control, suffer from overconfidence bias which means that they attribute good outcomes to their own success but bad outcomes to bad luck. See Camerer, C., & Malmendier, U. (2012). Behavioral economics of organizations. Behavioral Economics and Its Applications, p. 235.
94 The notion of bounded rationality was introduced by Herbert Simon in his Rational Choice and the Structure of the Environment and it expresses the fact that there are limits of our cognitive thinking and available information on the basis of which we make decisions, and also limitations of time. See Simon, H. A. (1956). Rational choice and the structure of the environment. Psychological Review, 63(2), 129-138.
In the same way people tend to underestimate the occurrence of such events that did not stick in their mind for example because such events never happened among their friends or they are simply not publicly discussed.

4.2. Increasing awareness through medialization

A significant increase in medialization of cartel decisions that would describe concrete negative consequences of cartels for its customers, i.e. concrete overcharge of the goods above competitive level, together with the fines imposed or damage claimed by harmed individuals, could, in my opinion, contribute to enhancement of deterrent effect of competition law. I suggest, however, that the information provided to public are as concrete as possible so that consumers are aware that they were ripped off by the cartel members. This would strengthen prevention for two reasons.

First, because of the availability heuristic as the newly published information about the current cartel decisions would very likely result in the general perception of uncovering the cartels as more likely than it actually is. And second, we could expect the increase of awareness about the harmful effect of cartels in society which would harm cartelist’s reputation and would result in loss of customers. The society’s demand for efficient sanctioning of such competitors could increase as a result of more information about the consequences of anticompetitive behaviour explained in the concrete cases. Such demand is nowadays missing. It would basically work as a negative advertisement of a brand which is very valuable for companies and its damage could be more painful for the shareholders than monetary fine.

Insufficient awareness of the European\(^97\) consumers about harmful effects of cartels is confirmed also by the survey\(^98\) of perception of cartels in society conducted in the UK in 2007. Although most (73%) of the respondents feel that cartels are harmful and they agree that such conduct should be punished, the survey showed that the perception is different for young and older respondents. While in the category of 18-24 years old, only 50% or respondents perceive price-fixing agreements harmful, in the category of 45 years old and older, it is more than 79% of respondents feeling that such agreements are harmful. It is thus obvious that the respondents who have significantly more experience as consumers, i.e. more experience with markets with different levels of competition, perceive the harmfulness of cartel agreements more likely compared to their young counterparts who lack such experience.

However, the survey did not confirm any significant influence of newspaper readership on the perception of harmfulness of anticompetitive conduct. This can be caused by an insufficient attention of media to cartels, theirs impacts on consumers as well as an insufficient awareness about sanctions to which cartelists face. There was no such survey conducted in the Czech Republic yet but we can assume that the results would not be substantially different.

Apart from the greater attention of media to the cartel agreements and its harmfulness, the prevention of anticompetitive conduct could be enhanced also by involvement

\(^97\) The situation in the USA is different. Americans have deeply rooted awareness about negative impacts of antitrust, there is a strong public support of criminalization of cartels and also private enforcement is developed and often used.

of detected and punished cartelists (or rather the particular managers or employees responsible for concluding a cartel agreement) in the competition compliance programmes, again thanks to the influence of the availability heuristic. We can assume that these individuals who have gone through the investigation will perceive a future danger of detection much more likely than cartelists who were not detected yet. Such measure could therefore be of much help for strengthening deterrence.

Both above mentioned measures are cheap, easy to implement (the second one assumes the existence of a motivated competitor to implement a compliance programme in the first place) and they can significantly influence the decisions of managers whether they engage in an anticompetitive conduct or not. These are thus efficient tools which should be complements rather than substitutes to the existing fines or the developing private enforcement of competition law. It is, however clear, that the increase in medialization would require, at least in the beginning, a strong involvement of the Office in contacting media and the provision of the information to media. In the same time it is obvious that the fined firms and their attorneys will put much afford to avoid such negative publicity. It is quite possible that the theme of anticompetitive conduct will start to be medi ally attractive once first private damages claims appear before the courts.

5. Conclusion

The fines imposed upon competitors who breached competition rules in Europe constantly increase, private enforcement of competition law is developing and in some EU member states cartelists even face criminal proceedings. The expected costs of such prohibited conduct seem thus very high especially where freedom is at stake. Yet, the optimal deterrence of cartels in Europe is not achieved as we can observe a constant or even increasing number of prosecuting cartels in the last years.

One of the reasons why competitors still engage in anticompetitive conduct even though the expected costs of such conduct are very high may be a bounded rationality of such decision makers. They suffer from systematic cognitive biases about the probable results of different conduct and thus they often act contrary to the principle of welfare maximization.

In this paper, I suggested that in the field of competition law, an availability heuristic can be used to stimulate ex ante decisions of cartelists not to enter into anticompetitive conduct in the first place even if it paid off in monetary terms, and thus strengthen prevention which is the main goal of competition law. Increase in medialization of recent cartel scandals together with the information about overcharges of goods above competition level would, in my opinion, result in the general perception of uncovering the cartels as more likely than it actually is which would further strengthen deterrence. But also we could expect the increase of awareness about the harmful effect of cartels in society which would harm cartelist’s reputation and their brand which is very valuable and its damage could be more painful for the shareholders than even a very high monetary fine. Lastly, involving managers, who have already been prosecuted and punished for anticompetitive conduct, into competition compliance programmes would contribute to more efficient implementation of such programmes and thus prevention, again thanks to the influence of the availability heuristic. The suggestions of this paper, if implemented in practice, could

complement the existing enforcement mechanism of competition law and help to strengthen the prevention of anticompetitive conduct. At the same time, the suggested measures are cheap and easy to implement and I believe that they may be more efficient than implementation of new sanction mechanisms.

References


Act no. 273/1996 Coll., on Office for the Protection of Competition.

Act no. 262/2017 Coll, on Damages in the Field of Competition, as amended.

Cartel statistics of European Commission

Annual report of the Office for the Protection of Competition of 2016
Making decision makers’ thinking processes transparent
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Abstract

Decision makers are always concerned about the idea of transparency, making the assumption that transparent processes are easier to control. The essence of having transparent thinking processes is the ability to check the consistency of decision-making. The validation of consistency happens in the context of mental thinking processes. As a member of the Doctus Knowledge-Based System development team, I apply this shell to get a proposal for a decision from the domain experts’ explicit knowledge. This proposal is explainable, the route leading to this is transparent, and hence it strengthens and builds confidence for the decision makers. By understanding their own reasoning and by being able to hand it down, the acceptance of the decision makers grows. On the one hand, the purpose of this paper is to show how decision makers can hold conversations with the computer as it uses concepts defined by them and domain experts. During this process, previously undefined concepts that possibly had a strong effect on the outcome may surface. Furthermore, conversations with the computer constrain these participants to clarify the different meanings and connotations of the used concepts. On the other hand, the purpose of this paper is to investigate this idea through a case study about an Information and Communication Technology tender process.

Keywords: Decision Making, Knowledge Representation, Rule-maker ability

JEL Code: D81, D91

1. Introduction

I am exploring the digital age in order to discover the developing behavior patterns of people, because artificial intelligence and stories of its applications, experiencing a resurgence since the 80’s, once again pose new challenges and spur me to action. The essence of these stories is that people are replaceable by AI in the workplace thanks to the algorithmization of processes. This is at once scary, inspiring and a challenge. The problem at hand: what will a replaceable person do and how will they behave? The desire for error-free work creates a huge market. It is thus self-evident that contemporary organizations are competing with each other to quickly algorithmize processes and purchase AI-based
data analysis tools. This makes the need for these tools even more urgent. A few influential economists and psychologists are already pointing out, that these tools actually shape human behavior, and the digital age sees new behavior patterns emerge.

It is the legacy of our industrial culture that we believe in traceable, transparent work. It means that we will want to apply more work to areas where, in fact, data analysis tools will soon take care of the activities that were once designated as work. This leaves a lot of time at the workplace that we have to spend without being bored. The fifteen-hour workweek and other such scenarios are mere illusions without new behavior patterns. The lack of ‘classical’ work also rewrites the definition of leisure time.

The world of digital natives has come. Digital natives learn and think differently, and have a hard time identifying with the values of digital immigrants, if at all they do. Well-known thinkers Don Tapscott (1997) and Marc Prensky (2001) introduced these terms at the turn of the millennium. Howard Gardner and Katie Davis are already talking about the App Generation (Gardner, Davis, 2013), and Nicholas Carr is also asking interesting questions (2011, 2014).

2. The Age of Rule-Followers

It was not his customers who told Picasso to invent Cubism, and yet he still did it. There are phenomena that cannot be explained even in hindsight. Many try to explain them through evolution, simply because it is harder to admit that we do not know, more so that we might not be able to know, the causes and reasons, and even if we did, the world would not be a better place for it. You can choose to explain the success of the industrial age as the consequence of standardization. And maybe it is. If something cannot be proven, it cannot be disproven, either. Well, the last great onslaught of the industrial age, a final blow, if you will, is the standardization of loosely structured or unstructured processes. It is safe to declare at this point that the work-flow movement is trying to keep the industrial ideal on the throne. The aforementioned onslaught consists of describing even things like human learning and RDI (research, development and innovation) as well-structured and traceable processes. This hints at the idea that all work has definable rules, and that those rules should be followed.

During the 80’s and 90’s, the idea of rule-following behavior as defined by James G. March (1994) emerged as the realization of identity. Even back then, many already concerned themselves with how humans will behave and what they will do, when algorithmic activities will be taken over by machines. It would eventually come as no surprise that non-rule-following behavior will become the focus of scrutiny, but back then we could not have known that Richard H. Thaler (2015) will give it the label of ‘misbehaving’. The misbehaving of digital natives is almost palpable. The recent years in behavioral economics has seen the emergence of new concepts, such as ‘predictably irrational’, ‘misbehaving’ and ‘mental accounting’.

Reality will not do us the favor of creating problems that will fit snugly into the subspecializations of certain disciplines. This means reality is never mono-disciplinary. Multidisciplinarity, where the lenses of several disciplines are used together, does not help in this case, because if there are two or more diverse solutions, we do not have any solutions for the real problem. The interdisciplinary examination of a real-world problem alludes to the idea that we combine the conceptual framework of one subspecialization with the methods of another, which eventually also evades understanding the real problem.
Stepping outside the subspecialization of certain disciplines, I examine the phenomena that give a completely different overall picture than when viewed through those disciplines. "It is impossible to support decisions; we can only support decision makers. To portray decision making as we see it, we use a transdisciplinary lens, so that we can observe the decision makers as birds are flying freely between the cages. At the core of decision-making we focus on meta-knowledge, which we argue is necessarily tacit. And we bring in the soft approach, as the antithesis of the hard, to achieve a synthesis in order to move between the realities, that is, levels of reality that thus becomes more nuanced. Therefore, for the sake of our exploratory thinking presented here, we describe decision making with the following three levels of reality: (1) Model of the decision maker’s behavior. (2) Method used to support the decision maker. (3) Tool we use to implement the support of the decision maker” (Baracskaí, Dörfler, 2017, p.73). In my research, I present a solution to the problem through a transdisciplinary approach beyond individual disciplines.

3. The Method: Rule-Based Reasoning

Knowledge-based systems utilizing AI can accurately represent the rules of decision makers. The steps of building knowledge base looks like this: (1) The decision maker and the area experts of the company define the decision dilemma. (2) All the expectations (attributes) and their values must be collected. (3) Define the input and dependent attributes and organize them in a graph. (4) Describe the cases with the values of the independent attributes. (5) Articulate the logical if-then rules of the dependent attributes. (6) Evaluate the cases by deductive reasoning. In this paper an illustrative decision dilemma will be presented, namely a knowledge base which was built during the preparation of the Information and Communication Technology tender. To decide which tenderer will be evaluate as “that’s the one” the domain experts defined 32 input and 17 dependent attributes as well as 1175 if-then rules. The process of building knowledge base illustrates the consistency check of the rules and their purification. This is a point of departure for the creation of rules that can be followed, utilizing the rule-maker ability of the knowledge-based system.

What does consistency mean? Attributes, which make sense of validity, allow us to compare two rules based on the validity of their domain and output. Assuming that a rule with a better domain cannot have a worse output, consistency can be defined. A rule is inconsistent with a rule set, if it has a better domain and worse output, or a rule with a worse domain and a better output. A rule may be too good or too bad for this set respectively and if it is too good and too bad at the same time, meaning it can lead to both 'good' and 'bad' outputs, it is called a rule in crossfire. Figure 1 depicts suggested rules, which have not been expressed, but follow from those that have already been expressed, in other words, made explicit.
As soon as the knowledge-based system recognizes the mindset of the decision maker, it tries to provide consistent recommendations. If we do not accept the recommended domain, then it gives a warning, as the smiling icons in Figure 2 show. We can then choose between returning to the recommended domain, saying that we were too loose compared to our standard mindset or we have to rethink whether we were too strict in creating the explicit rules.
What does it mean to purify a rule-set? The domains of the rules are divided into elementary rules, hidden rules are deleted, and the rest are assembled and extended. Finally, the resulting complex rules are sorted. Figure 3 depicts the purified rule-set, for example if ‘Features’ is ‘poor’, then ‘Tender prototype’ is ‘Out of Question’; the values of ‘Trust’ and ‘Expenses’ do not matter.

![Purified rule-set](source: screenshot by author)

There are always less purified rules than there are total number of rules originally entered into the database, and that is enormous help. The knowledge-based system uses the principle of Occam’s razor to offer easier-to-define rules. This has proved to be very helpful in our coaching work. “Contextualization is impossible to teach, since we are able to both accept and not accept new knowledge and we cannot even be sure that this is a contradiction. The situation is similar in coaching. Learning coaching is not the same as learning to be a coach. It cannot be the same, as the former is a cognition, but the latter is a craft or metacognition. This is not a bad rule, except when it is. This exception is most commonly made when the content is not well-thought about” (Baracskai, 2017, p.76).

### 4. Results

The rule-maker ability of the knowledge-based system results in a transparent mindset. We have the ability to create consistent rules through rule-based reasoning. The domain validity of the rule-maker ability of the knowledge-based system is a very delicate question. This method is only applicable if there are domain experts and knowledge engineers on hand who are able to express a few hundred rules for the decision there and then. “When examining relevance, we may achieve a clearer sense-making of the meta-knowledge, and thus may need to go back to examining consistency. When validating applicability we may need to go back to relevance or even consistency. However, if the meta-knowledge is consistent, there will be some phenomena to which it is relevant, and it will certainly be applicable to some particular instances” (Dörfler, Baracskai, 2017, p. 341).
5. Discussion

The desire and drive for reliability has fallen into the misconception that algorithmized processes will automatically be reliable. In the meantime, evangelists of the technology have forgotten that not all processes can be algorithmized. Of course, the vast majority of production processes can be well-structured, and the algorithmization of such processes is indeed indispensable. However, having done that, many then attempted to algorithmize semi-structured processes using the previously successful algorithms from production. They believed that people would only have one function: work according to the algorithms. As it turns out, they have other functions as well, like finding the necessary behavior rules for loosely structured processes.

Today, many have an innate fear of the word ‘transparency’. They expect their decisions to be transparent, while the rules of their decision-making should remain hidden. The rule-maker ability of the knowledge-based system makes a new approach to reliability possible. This new approach defines reliability as the production of consistent and purified rules. This might make decision makers understand that transparency is not a curse but a blessing when it comes to semi-structured processes.
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Abstract

This paper evaluates the relationship between financial development and economic growth using data from 141 countries over the 1992–2015 period. The set of explaining determinants describes not only different sectors of the financial system (banking, insurance, securities market) but also their characteristics (depth, access, efficiency, and stability). The data is collected from following databases: World Development Indicators, Global Financial Development, KOF Index of Globalization and Financial Access Survey. Two-step system GMM estimator is used to address the issue of endogeneity. Using this method we find that quantity and quality of the financial system are conceptually different in regard to economic growth; bigger financial system per se does not foster economic output, however, its quality does. This result is robust to the inclusion of different independent variables.
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1. Introduction

The earliest work examining the influence of the financial system on the economic growth can be seen in the publication of Walter Bagehot (1873). Further on Levine (1997) describes the theoretical aspects of the impact of finance on the economy using the work of Bagehot and others.

Levine (1997) states that the financial markets and institutions may appear to diminish the problem arising from the information and transaction frictions. The primary function of the financial systems is then to mediate the flow of money and to reduce the impact of information frictions.

However, with an improved financial system, the households can diversify, insure themselves while the loans become cheaper; in the case of insurance markets, the households can be insured, which means that insurance markets will influence the households to save less for the case of unexpected events. Cheaper loans then allow to shift budget limitations and increase the consumption over a given period. In endogenous growth
models, this reduction in savings causes a lower economic growth over a longer period of time. Rajan (2005), as a reason for the possible negative impact of the finance on the economic growth, indicates the increase of the volatility and poor allocation of the capital, especially the human one, where the financial sector attracts educated specialists who would otherwise work in the productive sectors of the real economy. The impact of the financial system on the economic growth according to the existing theoretical framework does not necessarily have to be positive.

The work of Levine and King (1993) can be viewed as a breakthrough in the empirical verification of these theoretical propositions. They have improved the system of proxy variables describing the financial market. Thus, the ratios were used as the volume of bank loans to GDP. This work can be considered as the beginning of modern empirical literature on the given topic, and it was absolutely essential for further research, especially by creating a proxy variables set-up.

Exploring whether the impact of finance on the economic activity is really positive has been studied by many academics as a follow-up to Levine. Christopoulos and Tsionas (2004), using the OLS panel model, observed that this relationship was positive. In their work, they used the variables of the banking sector size as the standard proxy. Different approaches have been made to similar conclusions, for example by Durusu-Ciftci et al. (2017). The studies examining the impact of the insurance market usually also come to the similar conclusions, such as in the work of Curak et al. (2009) and Lee et al. (2013).

Especially in the course of years after 2008, studies questioning the positive impact of the financial development on the economic growth emerged. Berkes et al. (2012) state that the marginal effect of the financial system on the economic growth becomes negative if the ratio of loans to the private sector reaches 80–100 % to the GDP. Cecchetti and Kharroubi (2012) also came to similar conclusions, claiming that large, fast-growing financial sectors can be very costly for the rest of the economy as they attract scarce resources in a way that is detrimental at the aggregate level. By using estimators that do not create a priori limitation of the function Law and Singh (2014) conclude the same way. The above-mentioned works are complemented by Prochniak and Wasiak (2017) and Arcand et al. (2015). These studies use the GMM model as the main estimator (using other estimators to validate the robustness of the results), and both of the studies come to the same conclusions using a different dataset, namely that the excess in the financial system has a negative effect on GDP growth.

Apart from the studies with the contradictory conclusions, there is a number of studies that track the negligible or unclear influence of the financial sector on the economic growth, e.g. the work of Hasan et al. (2016) who, based on the application of the BMA (Bayesian Model Averaging) model on the created dataset, state that the financial depth does not have any significant impact on the economic growth, on the contrary to the effectiveness associated with a long-term economic growth. A similar conclusion is made by Koetter and Wedow (2010).

The aim of this paper is to contribute to the evolving discussion on the topic and to assess the impact of the overall development of the financial system and its components (banking system, insurance, and securities markets) on the economic growth of selected countries. The rest of the paper is organized as follows. Section 2 describes the methodology and dataset. Section 3 presents the results. To obtain the estimations of the effects of selected determinants on the economic growth, the GMM (Generalized Method of Moments) system estimator is used. The last section discusses the results and compares them with the results of other works.
2. Methodology and Data

2.1. System GMM two-step estimator

Barro (1991) has suggested a simple equation to determine the growth determinants:

\[ Y_{i,t} = \alpha_0 + \alpha F_{i,t} + \beta X_{i,t} + \varepsilon_{i,t} \]  

(1)

where \( \alpha_0, \alpha \) and \( \beta \) are the coefficients, \( F_{i,t} \) indicates a given indicator of the financial development of a country \( i \) in the course of time \( t \), \( X_{i,t} \) is the matrix of the control variables for a country \( i \) in the course of time \( t \), \( \varepsilon_{i,t} \) is the regression error.

To estimate the parameters, the GMM estimator proposed by Arellano and Bover (1995) and Blundell and Bond (1998) is used. Seven and Yetkiner (2016) report the following three advantages of the GMM (namely the system GMM):

- consistent and effective estimates of regression parameters when the regressors are not strictly exogenous and there are the heteroskedasticity and autocorrelation within the units,
- overcoming the problem of endogeneity,
- the estimator is suitable for studies with short periods of time, but numerous units (small \( t \) and large \( n \)).

For these reasons, the GMM estimator, namely the GMM two-step estimator, is selected for this study.

As stated by Bun and Windmeijer (2010), this estimator using the appropriate moment conditions has the following form:

\[ \alpha_s = \frac{q^{-1}z_sW_n^{-1}z_s'q}{q^{-1}z_sW_n^{-1}z_s'q^{-1}} \]  

(2)

where \( q_i = (\Delta y_i', y_i') \). For a detailed description of the estimator, see Bun and Windmeijer.

The Windmeijer (2005) correction is used to reduce the negative bias of the estimates of this estimator. The accuracy of the model specification is verified by Arellano-Bond autocorrelation tests where the zero hypothesis is the absence of autocorrelation. According to Mileva (2007), it is important not to reject this hypothesis in the case of AR (2), as it reveals the autocorrelation at levels. Hansen’s test then verifies whether the instruments applied are exogenous, the zero hypothesis is the suitability of the instruments. Both these statistics together with the number of instruments are reported along with the estimation of the coefficients in Tables 2 to 4. The square of the correlation coefficient between the actual and of expected values is also reported.\(^\text{100}\)

2.2. Data

An empirical study in this work is based on data for 141 countries in the course of 1992-2015. The overall database consists of 92 variables, which can be categorized into the explained variables, explanatory, and controlling variables. This chapter only describes the variables that enter the final models. For modeling, the data is averaged over the three-year, non-overlapping periods due to the specification of the estimator. The database was

\(^{100}\) This procedure is proposed by Bontempi and Golinelli (2006), as the standard coefficient of determination cannot be obtained when generating the GMM models; it is a quasi-coefficient of determination, in the result tables it is reported as \( R^2 \).

2.2.1. Dependent and Control Variables

As an indicator of the economic growth, the GDP growth per capita, expressed in constant prices in USD in 2010 and purchasing power parities, was chosen. As other determinants of the economic growth and the control variables, the following standard variables are used: the gross fixed capital formation to GDP following the growth of physical capital, trade to GDP representing the openness of the economy, school enrollment as a proxy for the human capital growth, public expenditures to GDP representing the level of public spending to GDP, the overall globalization index as an indicator of the processes involving a country into the world economy and the CPI, where the hyperbolic sine transformation $\ln(x + \sqrt{x^2 + 1})$ is used to adjust the indicator. This transformation enables obtaining logarithms of the negative values and zeros. This procedure was used by Ductor and Grechyna (2015). The final control variable is the initial GDP per capita to control the convergence effect.

2.2.2. Indicators of the Financial Development

Čihák et al. (2012) have created a 4×2 matrix of proxy indicators for each category of the financial system for banking and securities markets. The used system of variables for the empirical modeling is based on the same logic, which is expanded for the insurance market for the purpose of this work. Table 1 introduces a summary of the variables used.

Table 1: List of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>source</th>
<th>type/category</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP per capita (constant 2010 US$ growth)</td>
<td>$o \ln \left( \frac{o_{t+1}}{o_t} \right)$</td>
<td>World Bank, WDI</td>
<td>dependent</td>
</tr>
<tr>
<td>Gross capital formation (% of GDP)</td>
<td>$y$ Consists of outlays on additions to the fixed assets of the economy plus net changes in the level of inventories.</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>Trade (% of GDP)</td>
<td>$ac$ Trade is the sum of exports and imports of goods and services measured as a share of gross domestic product.</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>School enrollment, secondary (% gross)</td>
<td>$ad$ Gross enrollment ratio is the ratio of total enrollment, regardless of age, to the population of the age group that officially corresponds to the level of education shown.</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>Expense (% of GDP)</td>
<td>$af$ Expense is cash payments for operating activities of the government in providing goods and services.</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>Overall globalization index</td>
<td>$ag$ The KOF Globalization Index measures the three main dimensions of globalization: economic, social and political.</td>
<td>KOF</td>
<td>control</td>
</tr>
<tr>
<td>CPI</td>
<td>$ah$ CPI (Consumer Price Index) after hyperbolic sine transformation</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>Initial GDP per capita</td>
<td>$ai$ Controlling for convergence effect.</td>
<td>World Bank, WDI</td>
<td>control</td>
</tr>
<tr>
<td>Indicator</td>
<td>Code</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>---------------------------------------------------------------------------</td>
<td>------</td>
<td>-----------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Liquid liabilities to GDP (%)</td>
<td>ak</td>
<td>Ratio of liquid liabilities to GDP. Liquid liabilities are also known as broad money, or M3.</td>
<td></td>
</tr>
<tr>
<td>Deposit money bank assets to GDP (%)</td>
<td>am</td>
<td>Total assets held by deposit money banks as a share of GDP.</td>
<td></td>
</tr>
<tr>
<td>Private credit by deposit money banks to GDP (%)</td>
<td>an</td>
<td>The financial resources provided to the private sector by domestic money banks as a share of GDP.</td>
<td></td>
</tr>
<tr>
<td>Bank deposits to GDP (%)</td>
<td>ap</td>
<td>The total value of demand, time and saving deposits at domestic deposit money banks as a share of GDP.</td>
<td></td>
</tr>
<tr>
<td>Financial system deposits to GDP (%)</td>
<td>cp</td>
<td>Demand, time and saving deposits in deposit money banks and other financial institutions as a share of GDP.</td>
<td></td>
</tr>
<tr>
<td>BD (index for the depth of the banking system)</td>
<td>au</td>
<td>First component obtained via Principal Component Analysis (ak, am, an, ap, cp). (av – quadratic form)</td>
<td></td>
</tr>
<tr>
<td>Life insurance premium volume to GDP (%)</td>
<td>bv</td>
<td>Ratio of life insurance premium volume to GDP.</td>
<td></td>
</tr>
<tr>
<td>Non-life insurance premium volume to GDP (%)</td>
<td>bw</td>
<td>Ratio of non-life insurance premium volume to GDP.</td>
<td></td>
</tr>
<tr>
<td>ID (index for the depth of the insurance markets)</td>
<td>bx</td>
<td>First component obtained via Principal Component Analysis (bv, bw) (by – quadratic form)</td>
<td></td>
</tr>
<tr>
<td>Stock market capitalization to GDP (%)</td>
<td>ce</td>
<td>Total value of all listed shares in a stock market as a percentage of GDP. (ceq – quadratic form)</td>
<td></td>
</tr>
<tr>
<td>Stock market total value traded to GDP (%)</td>
<td>cf</td>
<td>Total value of all traded shares in a stock market exchange as a percentage of GDP.</td>
<td></td>
</tr>
<tr>
<td>Commercial bank branches (per 100,000 adults)</td>
<td>aw</td>
<td>Commercial bank branches per 100,000 adults.</td>
<td></td>
</tr>
<tr>
<td>Account at a financial institution (% age 15+)</td>
<td>ax</td>
<td>Account at a financial institution denotes the percentage of respondents who report having an account (by themselves or together with someone else) at a bank or another type of financial institution.</td>
<td></td>
</tr>
<tr>
<td>Institutions of insurance corporations (per 100,000 citizens)</td>
<td>cb</td>
<td>Institutions of insurance corporations per 100,000 citizens.</td>
<td></td>
</tr>
<tr>
<td>Market capitalization excluding top 10 companies to total market capitalization (%)</td>
<td>cl</td>
<td>Value of listed shares outside of the largest ten largest companies to total value of all listed shares.</td>
<td></td>
</tr>
<tr>
<td>Bank ROA</td>
<td>bg</td>
<td>Commercial banks’ after-tax net income to yearly averaged total assets after hyperbolic sine transformation.</td>
<td></td>
</tr>
<tr>
<td>Bank ROE</td>
<td>bh</td>
<td>Commercial banks’ after-tax net income to yearly averaged equity after hyperbolic sine transformation.</td>
<td></td>
</tr>
<tr>
<td>Bank concentration (%)</td>
<td>bd</td>
<td>Assets of three largest commercial banks as a share of total commercial banking assets.</td>
<td></td>
</tr>
<tr>
<td>Premiums to insurance companies assets</td>
<td>cd</td>
<td>Ratio of premiums to insurance companies assets.</td>
<td></td>
</tr>
</tbody>
</table>
The reasons for the use of these proxy indicators of the financial system are not provided due to limited space. For the reasoning, see the publications in the introductory section. The descriptive statistics are available on request.

### 3. Results

The financial development variables are studied across the single characteristics (depth, access, efficiency, and stability) as well as across single fields (banking, insurance and securities markets) of the financial system. Only the coefficients of the regressors representing the financial system will be reported for clarity of results and limited space. The impacts of these variables are shown in the following tables. The regressors have not been included in a single model because of the limitation of the number of instruments. Each table presents an overview of several models with the statistics of the respective tests (the indicators of the financial system used in the given model are presented in the Variables column, the control variables are always used).\(^1\)

Table 2: Financial Depth – estimated models. Based on the analysis performed in STATA on data collected.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Variable</th>
<th>RESULTS</th>
<th>MODEL SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>p</td>
<td>Variables</td>
</tr>
<tr>
<td>au</td>
<td>-0.015</td>
<td>0.001</td>
<td>au</td>
</tr>
<tr>
<td>BAN</td>
<td>an</td>
<td>-0.0274</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>av</td>
<td>-0.0003</td>
<td>0.9</td>
</tr>
<tr>
<td>INS</td>
<td>bv</td>
<td>0.00385</td>
<td>0.221</td>
</tr>
<tr>
<td></td>
<td>by</td>
<td>0.00024</td>
<td>0.925</td>
</tr>
<tr>
<td></td>
<td>ce</td>
<td>0.00148</td>
<td>0.683</td>
</tr>
</tbody>
</table>

---

\(^1\) Abbreviations BAN, INS, and FIMA refer to a specific segment of the financial system (banking, insurance or securities markets).
The statistically significant negative impact of the size of the banking market on the dependent variable can be observed. The coefficients associated with the indicators of the size of the insurance market are positive but statistically insignificant. High p-values can also be seen at the financial market indicators. The coefficients associated with the quadratic regressors at the banking market are negative (i.e. concave function and declining yields) and positive in the case of the insurance and financial markets. However, these relationships are also not significant. The size of the financial system does not affect the rate of growth of the economy, and in the case of the banking sector, it may even have a negative impact.

The results obtained for assessing the impact of the variables representing the access to the financial system are acceptable neither from the point of view of interpretation nor from the point of view of the model specification, therefore they are not stated. This is due to the lack of data and non-perfection of these proxy variables. Čihák et al. mention this problem and comment that, for example, the number of branches may be confusing in the case of the banking markets not operating on a branch system basis. The results obtained are available on request.

On the other hand, the existing database offers plenty of fairly representing proxy indicators of the effectiveness of financial systems. The effect of these indicators is illustrated in Table 3.

Table 3: Financial Efficiency – estimated models. Based on the analysis performed in STATA on data collected.

<table>
<thead>
<tr>
<th>RESULTS</th>
<th>MODEL SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sector</td>
<td>Variable</td>
</tr>
<tr>
<td>bg</td>
<td></td>
</tr>
<tr>
<td>BAN</td>
<td>bh</td>
</tr>
<tr>
<td></td>
<td>bd</td>
</tr>
<tr>
<td>INS</td>
<td>cd</td>
</tr>
<tr>
<td>SEMA</td>
<td>cm</td>
</tr>
</tbody>
</table>

Source: Own data processing

The coefficients obtained show that, apart from the financial markets, the effectiveness of the financial system is statistically significant with a positive impact on the economic growth. The bd variable (bank concentration) representing the competition at the banking market is statistically insignificant.

The final monitored feature of the financial systems is their stability. Table 4 shows the coefficient estimates obtained.

Table 4: Financial Stability – estimated models. Based on the analysis performed in STATA on data collected.

<table>
<thead>
<tr>
<th>RESULTS</th>
<th>MODEL SPECIFICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sector</td>
<td>Variable</td>
</tr>
<tr>
<td>bp</td>
<td></td>
</tr>
<tr>
<td>BAN</td>
<td>bo</td>
</tr>
<tr>
<td></td>
<td>bq</td>
</tr>
</tbody>
</table>

Source: Own data processing
Besides the model built for the \( bu \) variable (bank crisis dummy variable), all the models are well-specified according to the observed tests. The \( bp \) variable (bank Z-score) and \( bq \) variable (bank capital to total assets) are according to the expectations related to the positive coefficients, however, these variables are statistically insignificant (although at the assumed significance level of \( p = 0.1 \), the zero hypotheses are not rejected by a narrow margin). The \( bo \) regressor (loans to bank deposits) is statistically significant with a negative impact on the economic growth, which is also in line with the expectations. Due to the lack of data and the expected low impact of the instability of the insurance market on the economic growth, this sector is not considered here. The stability of the securities markets does not have a statistically significant effect on the regressand, according to the obtained results.

**4. Discussion and conclusion**

This work contributes to the existing literature on the finance and economic growth by analyzing the main sectors of the financial system and their characteristics. It differs from a large number of previous studies that examined either only one of the sectors or only one characteristic of the financial system – its depth. Using a wide-ranging spectrum of variables it enables to gain a new insight into the issue and contribute to an evolving discussion on this subject. The data processing uses a two-step estimator GMM system that addresses the endogeneity problem of the variables used – for this reason, it is a popular estimator for a given topic, e.g. works of Prochniak and Wasiak (2017) and Arcand et al. (2015).

Using this method, estimates of the coefficients of individual indicators are obtained, which show that the quality and quantity from the point of view of the financial development represent two conceptually different areas with different effects on the economic growth. While a larger financial system may even have a negative impact on the growth, the stability and above all the effectiveness of the financial systems (in particular banking and insurance sectors) are crucial to the growth of the economy. The negative impact of the size of the banking system on the economic growth may, for example, be the result of the "too big to fail" policy, where the banks are motivated to take a higher risk and commit moral hazard. This behavior may result in an increased volatility in the financial markets or even in the financial crisis. Another possible reason for the negative impact is the reduction of the household savings, as discussed earlier. The results obtained do not indicate the existence of a concave relationship between the size of the monitored sectors and the performance of the economy, although this function is observed but not statistically significant. This result contradicts the work of Berkes et al. (2012). The impact of the access to the finance on the performance of the economy due to the imperfection of existing proxy variables cannot be satisfactorily explained, and its exploration is left to future studies. The efficiency then, according to the obtained coefficients estimates, contributes to the economic growth in the case of the banking and insurance markets, where in the case of banking the same can be said about the stability of the given sector. The impact of the stability of the insurance market on the assumed small impact on the economic growth and the absence of suitable proxy variables was not investigated.
The results obtained are robust using various indicators of the financial system and in accordance with the conclusions of Koetter (2010) and Hasan et al. (2016). Based on this empirical study, it can be said that not the size, but the quality of the financial system is an important determinant of the GDP growth. These results contradict the works that claim that too much finance is damaging the growth – it is necessary to distinguish between the size of the financial system and its effectiveness and stability.
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Abstract

The issue of sustainability was gradually integrated into individual national strategies and it is also gaining in importance at the corporate level across sectors. In relation to the changing role of business in society, wherein both spheres are linked through prioritization of stakeholder interests, they acquire ‘new’ dimensions and innovation – sustainable innovation. The aim of the paper is to define the innovation environment in the Czech Republic and the impact of sustainable development on the changes in small and medium-sized enterprises. The article used secondary data from the Czech Statistical Office (CZSO) survey according to Eurostat methodology, from the national strategic framework “Czech Republic 2030” etc. Sustainable innovations still do not have a firm place among other innovation activities. In their development, small and medium-sized enterprises rely heavily on subsidies from the EU, but the future of this funding source remains in question. One possible solution is greater interdependence between SMEs and scientific institutions. Sustainable innovations offer low-cost solutions, and ultimately, end users themselves can be part of the innovation process and not just the consumer of its outcome.
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1. Introduction

Sustainable development, defined as ‘development meeting the needs of the present without compromising the ability of future generations to meet their own needs’, has been the subject of international negotiations and the resulting conventions (UN-DESA, 1987;
OECD, 2006–2011; Kates, Parris, Leiserowitz, 2005) for thirty years. One of the most important environmental documents in the world is “Agenda 21”, where the principles of sustainable development are formulated in a comprehensive manner and an environmental care program for the 21st century is set out. The area of agriculture and rural development is covered by the concept of sustainable agriculture, i.e. the long-term improvement of the quality of the environment and the resource base on which agriculture is dependent and economically viable, and improving the quality of the lives of farmers and society as a whole (Ikerd, 1995). This consists of the protection of the natural ecosystem and non-renewable resources, and food and agricultural systems must also be economically viable so that they can be sustainable over time, and last but not least, sustainability concerns social justice involving equality in employment for farmers, farm workers and other workers in the system, ensuring food sufficiency and preserving traditional culture and relationships in the relevant region.

The issue of sustainability was gradually integrated into individual national strategies (Leukhardt, Allen, 2013; Steurer, Hametner, 2013; Office of the Government of the Czech Republic, 2017) and it is also gaining in importance at the corporate level across sectors (Johnson, 2015; Lee, Herold, Yu, 2016; Hodinková, Sadovský, 2016; Kubíčková, Morávková, Tuzová, Nečas, 2017).

The three pillars of sustainability are derived from the definition of sustainable development – environmental, social and economic – the so-called ‘3Ps’ or ‘triple-bottom-line’\(^\text{102}\), i.e. planet (environmental area), people (social area) and profit (economic area). In the business sector, the concept of Corporate Social Responsibility (CSR) was implemented for these facts, and this concept strives to find a balance between the three areas. The European Union has more strongly supported the development of CSR by publishing the “Green Book”, defining it as the voluntary integration of social and ecological considerations into day-to-day corporate operations and interactions with corporate stakeholders. A number of authors (Frederic, 1987; Drucker, 2003; Crane et al., 2008 in Kuldová, 2010 and others) present similar concepts, such as Corporate Citizenship, Corporate Social Responsiveness, Stakeholders Theory and others.

In relation to the changing role of business in society, wherein both spheres are linked through prioritization of stakeholder interests, they acquire ‘new’ dimensions and innovation – sustainable innovation (Halme, Korpela, 2014; Langendahl, Cook, Potter, 2016; Barth, Ulvenblad, Ulvenblad, 2017), social innovation (Phillips et al., 2015), Eco-innovation (Adamec, 2010; Hörte, Halila, 2008), frugal innovation (Radjou, Prabhu, 2015; Khan, 2016; Kaplan, 2017) and inclusive innovation (more for less for more, MLM), etc. Professional literature also talks about so-called Sustainable End-user Innovation – SEI (Nielsen, Reisch, Thøgersen, 2016; Goodman, Korsunova, Halme, 2016). SEI refers to the finding that consumers (end-users) often play a significant role in innovation not only from the point of view of company and project initiatives, but also from the point of view of end-users who are increasingly innovating independently.

The aim of the paper is to define the innovation environment in the Czech Republic and the impact of sustainable development on the changes in small and medium-sized enterprises. In the conclusion, the main directions of further investigation are outlined.

\(^{102}\) “The Economist” has done another piece on the triple bottom line, which is nice, but they invert the 3Ps. Having come up with the TBL concept in 1994, I launched the 3Ps in 1995 as ‘People, Planet, Profit’. “The Economist”, by contrast, goes for ‘profit, people and planet’ – which makes sense, if you are them (Elkington, 1997).
2. Methodology and Data

The current state of knowledge of the problem is elaborated on the basis of Czech and foreign scientific literature focused on sustainable development, sustainable agriculture, corporate social responsibility, innovation and sustainable innovation. Data are obtained from electronic databases Web of Science, SCOPUS, EBSCOhost, Emerald Insight, the Wiley Online Library, from freely available sources in the form of official web presentations of the Czech Statistical Office, the Office of the Government of the Czech Republic, the Ministry of Industry and Trade of the Czech Republic, the Association of Small and Medium-Sized Enterprises and Crafts of the Czech Republic, and others.

The issue of sustainable development is represented by the national strategic framework “Czech Republic 2030” (Office of the Government of the Czech Republic, 2017) and project “CSR & Reputation Research” (Ipsos, 2017). The definition of innovative activities results from the survey of the Czech Statistical Office “Innovation Activities of Enterprises in the Czech Republic – 2012 to 2014” according to the methodological principles of Eurostat contained in the Oslo Manual (CZSO, 2016).

3. Results

These results relate to two key areas, namely sustainable development/CSR and innovation entrepreneurship in the Czech Republic.

3.1. Sustainable development and social responsibility

The “Czech Republic 2030” Strategic Framework is the overarching government document for the national, regional and local level, and it also serves as a mechanism for transferring Czech commitments to the European Union and the global community in the field of sustainable development.

In the Czech Republic, the state does not significantly regulate CSR, but rather maintains it at the level of voluntary activity. Since 2013, the national CSR coordinator has been the Ministry of Industry and Trade (MIT), whose task is to draw up the strategic document “National Action Plan for Corporate Social Responsibility in the Czech Republic” (NAP CSR). In cooperation with the BusinessInfo.cz portal, the Ministry prepared a public online consultation – Social Responsibility of Organizations “National Action Plan for Social Responsibility of Organizations in the Czech Republic”, which aims to obtain suggestions and proposals from all stakeholders intensively involved with the issue of CSR. The Ministry of Industry and Trade is also entrusted with the management of the Quality Council of the Czech Republic and organizational provision of its activities. The Council is

---

103 Data collection was conducted in November and December 2016 via online polling on a representative sample of the adult Internet population [n = 1018]. The research was also carried out with a group of 40 experts – the media [N=8], CSR experts [N=8], communication and PR agencies [N=8], non-profit organizations [N=8], influencers and representatives of unions, associations and institutions [N=8].

104 The reporting units are enterprises with 10 or more employees registered or not registered in the commercial register in the selected business sector [n = 6,577], for which basic economic data are ascertained, as well as data on the carried out product, procedural, marketing, organizational innovations and eco-innovations, data on financing innovation activities, innovation cooperation, factors inhibiting innovation, innovation in public contracts etc.
the main entity that ensures the promotion and coordination of CSR activities at the national level. A specialized section was set up for this purpose, which, since 2015, has been called the Social Responsibility of Organizations and Sustainable Development. The mission of the section is to support and coordinate the concept of social responsibility (CSR) and sustainable development in the Czech Republic (MIT, 2016). In addition to the Quality Council of the Czech Republic, non-governmental organizations such as the Association of Social Responsibility, the Business Leaders Forum, Business for Society, the Czech Business Council for Sustainable Development and National Network Global Compact Czech Republic (NAP CSR, 2017) also took part in the development and promotion of CSR.

According to the SDG Index global study (Sachs et al., 2017), which assesses the progress of individual countries with regard to achieving Sustainable Development Goals, the Czech Republic is ranked 5th from 157 countries right behind the Scandinavian countries. The Czech Republic achieved an index of 81.9, which is above the average both globally and within the region, where the average is 77.7. The study appraised Czech advances in terms of poverty, health and quality of life, access to drinking water, economic growth and land life, whilst identifying a need for improvement in the partnership between sectors and innovations.

A total of 83% of experts believe that corporate CSR is becoming a bigger topic in the Czech Republic. Today, companies do not see only charity in CSR, but they strive to achieve the closest possible interconnection of social responsibility with their field, thereby fulfilling the expectations of the population, which presumes that companies will primarily focus on what they are closest to, what they most influence and what they understand. In the opinions of the respondents, companies should primarily focus the impact of their CSR projects on the Czech Republic rather than deal with global problems (Ipsos, 2017). Companies mainly focus on environmental protection, education, charity or support for disadvantaged people, but also on transparent communication and support for financial literacy; for example, many companies provide their services and expertise to non-profit organizations and projects that have a limited budget for their activities. The Ipsos study shows that large companies should mainly behave fairly to their employees and protect the environment – these are the most widely cited expectations of people from corporate activities as part of CSR. From the point of view of Czechs, the behaviour of companies toward their own employees has long been first and foremost, followed by environmental protection. Last year, true communication with customers came in third place, but this year it was surpassed by education support (only in 8th place last year). Therefore, education has significantly increased in importance for the Czech population (education was mentioned significantly more by young people under the age of 35–37%). One quarter of Czechs perceive the development of modern technologies as a good way to help society.

Social responsibility is not only about large companies and multinational corporations, but rather it is a natural concern for a number of small and medium-sized businesses or local family-run businesses. Owners or founders of smaller companies often do not even know the meaning of the CSR abbreviation, but they nevertheless focus on socially responsible activities because personal values force them to do so, and it is also an issue of good reputation, as a good reputation is essential for companies operating locally and known by the people around them.

The growing interest in CSR amongst the general public is also related to the media coverage of this topic. Media content from 2010–2015 (Newton Media, 2016) has shown

---

105 So-called SDGs = Sustainable Development Goals – these are 17 goals that were adopted by all UN members states as a development program over the next 15 years (2015–2030)
a significantly higher interest of media in traditional philanthropy. For the entire period from January 2010 to December 2015, the media published 7.5 times more articles on the theme of ‘traditional philanthropy’ than on ‘sustainable business’ (180 thousand vs. 24 thousand). While traditional philanthropy experienced a modest decline in 2015, interest in sustainable business grew from 2013 onwards. The most frequent presentation of charity was on online websites. In the media coverage of sustainable business, economic titles were significantly more represented thanks to the establishment and development of the Business for Society platform, which significantly contributed to the media coverage of the topic.

It was demonstrated over the past six monitored years that the modern conception of CSR – the concept of sustainable entrepreneurship – is presented very broadly in the media. Different entities such as technology of production, investing, architecture, advertising method, diversity and equal opportunities, approach toward employees (even those with disabilities) or to local communities were called ‘responsible’ and ‘sustainable’. Other entities such as large breweries were added to banks and financial institutions that accentuated employee volunteering, financial literacy of the population and others.

### 3.2. Small and Medium-Sized Enterprises Innovation Activities

The share of small and medium-sized enterprises in the total number of active business entities in 2016 was 99.8%. The share of small and medium-sized enterprise employees in the total number of employees in the business sector in 2016 was 58.4% (CZSO, 2017).

From 2012 to 2014, 42% of companies in the Czech Republic innovated their products, processes, marketing or organizational methods, but overall innovation activity decreased, and from the international point of view, enterprises in the Czech Republic innovate less than the EU28 average. Businesses with more than 250 employees (77.2%) innovate the most, whilst the share of innovating medium-sized enterprises was 18 percentage points lower (59.1%) than large enterprises. The same distance of 18 percentage points was found between medium and small enterprises (35.2%). In terms of enterprise ownership, foreign-controlled enterprises (53.7%) innovate more than domestic enterprises (39%). The same applies to large and small foreign affiliates. There is an interesting situation with regard to medium-sized enterprises under foreign control, which innovate less (58.4%) than medium-sized domestic enterprises (59.2%).

As part of their innovation activities, enterprises devote their time more intensively to technical innovations, i.e. product and process innovations (share of 35.7% of all enterprises, 84.8% of innovating enterprises) than non-technical innovations, i.e. marketing and organizational innovations (27.3% and 64.9%). The largest share (20.9% of all enterprises, 58% of innovating enterprises) of enterprises was involved in both technical and non-technical innovations. 14.8% of enterprises (35.1% innovating) were involved in technical innovations only. Enterprises involved in information and communication activities innovate the most (61.7%), while another sector with a high share of innovating enterprises is the finance and insurance sector (53.7%). 47% of enterprises innovated in the manufacturing industry as the most important section of the economy.

When implementing innovations, enterprises can take advantage of any of the forms of offered public support. From 2012 to 2014, 33.6% of technically innovating enterprises used public support for technical innovation activities. A total of 23.5% of technically innovating enterprises received state support, of which 18.5% utilized direct public support, and 9.3% utilized indirect tax aid for R&D. A total of 19.3% of technically innovating enterprises received European funds for their innovation activities. Support from local
and regional authorities is much lower. Only 6.2% of technically innovating enterprises received support from this source. Medium-sized enterprises (45.5%) received the highest support for technical innovation, and the number was almost the same for large enterprises (45%). The share of small enterprises is lower by a half (25.8%). Public support is used more by large domestic enterprises (55%) than those under foreign control (37.9%). According to the Ipsos survey (AMSP, 2017), subsidies are becoming an essential tool for the development of more than a quarter of small and medium-sized businesses – half of supported company investments would otherwise not have occurred. Most companies are satisfied with drawing subsidies, but small businesses are complaining about administrative demands and entrepreneurs about that fact that they are unable to draw small amounts.

As part of marketing innovations, enterprises most often focused on new media or promotion techniques (70% of enterprises with marketing innovations). Significant changes in design or packaging were made by 53% of enterprises innovating marketing, and 40.9% of them implemented new methods for product placement. Methods for valuation of products and services (21.4%) were innovated least by enterprises. Large and medium-sized enterprises put more emphasis on changes in design or packaging than small enterprises. The share of this type of innovation in large enterprises innovating marketing reached 60.4%, for medium enterprises 59.8%, and small enterprises only 49.3%. Foreign-controlled enterprises used more innovated selling methods or product/service placement on the market (59.1%) than domestic enterprises (37.1%).

Eco-innovation is broken down according to the type (subject) of innovation into environmental benefits associated with the production of the products/services provided by the enterprise and the environmental benefits associated with the use of the products/services by the customer. Eco-innovations implemented by enterprises in the Czech Republic from 2012 to 2014 are shown in the figure (Fig. 1 and Fig. 2).

---

Figure 1: Eco-innovation associated with the production of goods or services within enterprises by type, size-class and ownership (as a percentage of innovative enterprises); 2012–2014

106 Eco-innovation is not defined in the Oslo Manual. It was defined by Eurostat in 2008, when it first appeared in a model questionnaire of Eurostat for the research of the innovation activities of enterprises. Eco-innovation is not defined as an independent innovation according to the Eurostat methodology, but rather consists of a group of environmental benefits of innovation that are considered as by-products of other named innovation groups (in particular product and process innovation groups).
In the period of 2006–2008, innovative enterprises in the Czech Republic identified as the main reason for the introduction of eco-innovations the need to comply with existing environmental regulations on pollution (the proportion of 41.8% of innovative enterprises), 27.5% of innovative enterprises cited the need to comply with environmental regulations that are expected to be introduced in the future as the main reason for introducing eco-innovations. The smallest number of innovative enterprise (10.7%) identified as the main reason for the introduction of eco-innovations the availability of government grants, subsidies or other financial incentives.

4. Discussion and Conclusions

The link between the social, environmental and economic spheres is quite obvious – human society is a subsystem of a larger natural ecosystem, whilst economy is again a subsystem of society. Despite the economists, the succession of planet-people-profit given by Elkington (1997) is therefore not accidental. Nevertheless, any development is impossible without economic stability. When applying the principles of sustainable development, it is also necessary to realize that these are issues that concern various stakeholders (Freeman had already mentioned the approach to stakeholders in 1984). However, principles that are set out once are not fixed and unchanging, but rather evolve as conditions change and are the result of a debate into which actors enter often with opposing goals and views. This inconsistency requires coordination leading to agreement on sustainability values. The sustainability of society may depend on the strong relationships between its members even more so than on strong individuals. Even in this case, it applies that cooperation which means synergy is desirable, which is evidenced by countless discussions and documents backed by transnational groupings, national governments and other legitimate bodies (UN, OECD, Office of the Government of the Czech Republic, Ministry of Industry and Trade of the Czech Republic, etc.).

Enterprises representing the core of every economic system obviously have a major impact on the sustainability of development of a state or a region. Acceptance of sustainable development in the business sphere is obvious, but it is characterized by profound disproportions. A voluntary commitment in the form of a comprehensive Corporate Social
Responsibility concept still tends to be associated with large companies, often with foreign participation. However, the criticism thereof (vague definitions, complexity of monitoring, impacts that cannot be measured precisely, exaggeration and distortion of activities to public manipulation and others) brings with it a number of alternative approaches (e.g. Kuldová, 2010), thereby opening a significant amount of space for applying similar principles within small and medium-sized businesses (Johnson, 2015; Lee, Herold, Yu, 2016; El Baz, Laguir, Marais, et al., 2016; Hodinková, Sadovský, 2016) with a sustainable performance assessment using an expert system based on fuzzy rules.

Sustainable innovations, and innovation in general, are primarily a business phenomenon, but they still do not have a firm place among other innovation activities. In Czech life and institutions, the main data base for monitoring company innovations is the research of the Czech Statistical Office, which is based on the Eurostat methodology (Oslo Manual). No form of sustainable innovation appears in the used classification of innovations; the closest innovation is ecological, which is, however, not considered an independent innovation.

Investment into research and development is another pitfall of innovative entrepreneurship. In spite of the constant effort to increase R&D expenditures, innovation activity in the Czech Republic is still inadequate. The overall small output is also a reflection of the low innovation activity of the small and medium-sized enterprises that make up the vast majority of companies. The OECD assessment (2016) clearly shows that additional money will not help innovations in the Czech Republic, but rather a better innovation system is needed. In their development, small and medium-sized enterprises rely heavily on subsidies from the EU, but the future of this funding source remains in question. One possible solution is greater interdependence between SMEs and scientific institutions. Sustainable innovations offer low-cost solutions, and ultimately, end users themselves can be part of the innovation process and not just the consumer of its outcome.

The existing efforts associated with sustainable development, i.e. state support, corporate social responsibility (although in a number of cases these may be accidental and more intuitive activities), or the growing interest in these activities among the public, clearly predetermine the further direction. The ‘patriotism’ of Czech consumers or the local influence of smaller companies also plays a role here.

Possible issues for further research into the sustainable innovative business activities of small and medium-sized enterprises include cooperation with key stakeholders; the creation of platforms that enable effective end-user involvement in the innovation process; cooperation with scientific institutions; sustainable innovations in relation to specific sectors; assessing the effect of implementing sustainable innovations, and others.
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Abstract

The paper is a preliminary attempt to assess the phenomenon of over-indebtedness of households in Poland. After accession to the EU, an increase in household debt has been observed. This fact affects quality of life and is associated, in general, with an increase in over-indebtedness risks. The research presents a review of measures of over-indebtedness. In order to estimate the scale of the problem of indebtedness, financial margins have been calculated based on microeconomic data from a survey on household budgets in Poland. Results of the analysis indicate that the economic situation of households in Poland is good, and a percentage of those over-indebted is not high. Using a logit model, we have also proven the existence of a relationship between the probability of excessive household debt and its socio-economic characteristics.
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1. Introduction

Living on credit belongs to typical features of modern market economies. Technological development, an easy access to low-interest loans and a change in social perception have resulted in a rapid increase in household debt. Repeated global consumption patterns and a desire to quick fulfilment of consumer aspirations entail the need to reach for loans and credit facilities. However, an increased level of the debt is reflected in growing burdens of loan repayments (Keese, 2012; Wałęga, 2013). Frequently, problems with debt repayment are structural. Although they do not lead to household insolvency, they force households to live on the edge and hinder their normal functioning from the long-term perspective.

The aim of this study is to assess the problem of household over-indebtedness in Poland. In the course of the research, an econometric model has been developed to identify
socio-economic characteristics of households conducive to the emergence of the problem of over-indebtedness. The study uses microeconomic data from a survey on household budgets. In view of a limited number of scientific studies devoted to this issue, the article will shed light on the economic situation of indebted households in Poland. The obtained results can be used to compare the debt situation of households in other countries.

2. Over-indebtedness

Household debt is the subject matter of numerous studies which analyse reasons for taking loans, debt determinants and the impact of loans on the economic situation of households (Kirchler, Hoelzl, Kamleitner, 2008; Wałęga, Wałęga, 2015; Pastrapa, Apostolopoulos, 2015).

As emphasized by Bertola, Disney and Grant (2006, p. 17), an analysis of consumer loans would be incomplete without understanding what happens in case of problems with loan repayment.

Overindebtedness can be described as a situation when debt repayment becomes the main burden on a household budget, which, over a longer period, objectively prevents timely repayment of obligations in full, even in spite of a deterioration in living conditions of household members (Haas, 2006, p. 4; Russell, Maître, Donnelly, 2011, p. 71).

In the long-term perspective, the phenomenon of overindebtedness can lead to poverty and social and financial exclusion of the household (Reifner et al. 2003, p. 18). Household overindebtedness occurs when a household consumption plan financed with a loan is inconsistent with its potential income flow (Disney, Bridges, Gathergood, 2008, p. 13).

In the case of households, excessive debt has not only an economic (financial) and legal aspect, but also emotional, psychological and sociological ones (Świecka, 2009, p. 106; Hojman, Miranda, Ruiz-Tagle, 2016, p. 54–55). An overly indebted household cannot function normally. In economic terms, such a situation of a household can cause difficulties with the payment of liabilities and may be associated with insufficient assets that can be allocated to settle all debts.

The importance of these issues is also evidenced by the fact that in 2008, the Council of the European Union indicated consumer overindebtedness as one of the main problems to be solved (Davydoff et al., 2008; see also: European Economic and Social Committee, 2014).

3. Measurement of Over-indebtedness

There is no general agreement as to how to measure consumer over-indebtedness and what kind of ratios to use (Frade, Lopes, 2003, p. 253). Despite an increase in household indebtedness in the EU states and increased interest in issues of excessive debt, no uniform methodology for research in this area has been developed to this day (Betti et al. 2007, p. 137; Russell, Maître, Donnelly 2011, p. 72).

When it comes to measures used in studies, there are those that identify overly indebted households and those that identify households at risk of insolvency. It is a broad range of statistical indicators, often created on an ad hoc basis. The following measures are most commonly used (Betti et al., 2007, p. 137 and 138; Vadone, 2009, p. 71–73; Falanga, 2015; Hojman, Miranda, Ruiz-Tagle, 2016, p. 54–55): total household debt; debt
per capita; percentage of households that are net debtors; number of consumer bankruptcy proceedings; number of non-performing loans (that are not repaid on time); average amount of debt subject to bankruptcy proceedings; number of households that believe that they are over-indebted, as well as the consumption-income, debt-income and debt-assets ratios.

An analysis of household overindebtedness and of insolvency risk based on the total household debt (or repayments on account of liabilities) belongs to the simplest approaches to research. However, it does not allow one to identify potential financial problems. This approach ignores the consumer’s capacity for loan repayment as high income can compensate for a nominally high level of total debt and related repayments. For this reason, ratios that demonstrate a debt-to-income relationship are preferred (Betti et al., 2007, p. 138).

The majority of indicators are based on objective categories (such as, for example, the amount of debt), yet subjective assessments of their financial situation by consumers are also taken into account. Four basic ratios can be distinguished here (Disney, Bridges, Gathergood, 2008; d’Alessio, Iezzi, 2013):

- arrears:
  - households more than 3 months in arrears on a credit commitment or household bill;
- a ratio of debt repayment burden:
  - households spending more than 25% of their gross monthly income on unsecured repayments
  - households spending more than 30% (or 50%) of their gross monthly income on total borrowing repayments (secured and unsecured);
- a number of loans:
  - households with 4 or more credit commitments.

The first of the said ratios identifies objectively the occurrence of financial problems of households. The other three measures can be used to determine the level of household debt. They indicate a potential risk of household insolvency, but they do not allow one to determine whether it is likely to take place.

Generally, three approaches (models) are used to analyse over-indebtedness and insolvency of households (Betti et al., 2007, p. 138; Russell, Maître, Donnelly, 2011, p. 71 and 72). The first one – an objective model – analyses the economic situation of household based on, among other things, debt-to-income and/or debt-to-assets ratios. The degree of balancing consumer plans and loan repayment plans in relation to income is evaluated. The value of the indicator of the debt burden on the budget in relation to household income (wealth) is a measure of the household’s ability to pay its debt. This is one of the most important determinants used to predict insolvency of households (Sullivan, Fisher, 1988, p. 60; Zajączkowski, Żochowski, 2007, p. 23). However, there is one problem with this approach: critical values of the ratios which, when exceeded, determine that a household is considered over-indebted need to be estimated arbitrarily. Moreover, it should be noted that values of these ratios may fluctuate during a family life cycle, which further hampers the measurement. A lack of complete information on the assets of individual households is another limitation of this model.

In research on a risk of over-indebtedness at the microeconomic level, a household financial margin is also used (Zajączkowski, Żochowski, 2007, p. 10). It is calculated as a difference between current income and fixed expenses (housing and food expenses) and expenses on debt repayment. A negative financial margin indicates that the timely repayment of loans by the household is at risk. A negative financial margin may be an early
signal of possible future problems with repayment, and loans granted to such households are considered to be higher-risk loans (Zająckowski, Żochowski, 2007, p. 25). Furthermore, it is proposed to analyse changes in the financial margin in the circumstances of adverse market changes (stress tests) that cause an increase in costs of debt service (increase in interest rates, increase in foreign exchange rates).

To sum up, one should agree with Betti et al. (2007, p. 138) that in practice, it is extremely difficult to measure insolvency and distinguish indebted households from those over-indebted. Each of the methods discussed above has certain limitations, and this is the reason why, as far as the data are available, they should rather be applied jointly (on a complementary basis).

4. Methodology and Data

This study uses non-identifiable individual data from the household budget survey conducted in the years 2005–2015, made available by the Central Statistical Office of Poland. The object of the study includes households, and the subject of the study covers the amount of loan repayments.

In accordance with the procedure proposed by B.H. Vatne (2006, p. 44), a household financial margin is calculated as a difference between the current household income and its expenditure on elementary (vital) goods, plus expenditure on repayments of loans. In order to estimate the income buffer, the category of disposable income has been used (disposable income reduced by other expenses). Elementary consumption expenses include expenditure on food and housing as well as on health and transport. The said types of expenses are rather fixed and inflexible when compared to changes in household income. In the case of a decrease in income, it is difficult to limit those expenses. On the other hand, expenditure on repayments includes the following types of loans: mortgages, credit cards, other loans taken out in a bank, loans taken out in other institutions and with private individuals.

Factors affecting the probability of a negative financial margin have been identified using econometric modelling. In view of the fact that the response variable – the occurrence or non-occurrence of a negative income buffer – is dichotomous (it assumes two values: \( Y = 1 \) (identifies households with a negative income buffer) or \( Y = 0 \) (households with a positive income buffer), a logit model has been used. Depending on certain factors \( (x_i) \), in this model, probability can be interpreted as a value of the distribution function described with the following formula (Maddala, 2006, s. 371–375; Vadone, 2008, p. 774–775):

\[
P(Y = 1) = \frac{\exp(a_0 + a_1 x_1 + a_2 x_2 + \ldots + a_k x_k)}{1 + \exp(a_0 + a_1 x_1 + a_2 x_2 + \ldots + a_k x_k)}
\]

where: \( Y \) is a dummy dependent variable, \( X_1, \ldots, X_k \) are explanatory variables, while \( a_0, \ldots, a_k \) are model parameters.

The parameters of the above model are most often obtained using maximum likelihood estimation (MLE), by maximizing the logarithm of the probability function relative to the model parameters by means of iterative numerical procedures.

Characteristics of the household and the household head have been used as explanatory variables:

- quintile group of income per capita,
• gender (1 – male, 0 – female),
• married (dummy variable: 1 – married, 0 – single)
• education level of a reference person\(^{107}\) (five dummy variables – reference level: lower secondary or lower),
• age of a reference person (four dummy variables – people of up to 34 years of age were adopted as a reference group),
• class of the place of residence (four dummy variables – reference group: households located in the countryside),
• full working time (dummy variable: 1 – full-time job, 0 – part-time job),
• employment contract for an indefinite period (dummy variable: 1 – employment contract for an indefinite period, 0 – part-time job).

5. Results

The financial margin was calculated for households that had showed expenditure on debt repayment in an analysed month. In a sample surveyed in the years 2005–2015, such households ranged from 30% in 2005 to 26% in 2015 (which is approximately 10,000 households per year).

An estimation of a percentage of households with a negative financial margin in the years 2005–2015 is presented in Table 1. Among households in total, the percentage fluctuated from 9.18% (2015) to 14.69% (2000).

Most households with a negative financial margin belong to households in the first quintile group of income per capita, and the least of them are among households in the last – fifth group. Apart from low income, another reason for a negative financial margin of a household may also be a high burden of debt repayments. Considering the economic situation, this group of households has limited possibilities of substituting intertemporal consumption without using loans. It is characteristic that over the analysed decade, there has been a decrease in the percentage of such households among the poorest by nearly 4 percentage points, and in the second quintile income group – by almost 6 percentage points. This can be interpreted as a relative decrease in borrowers of higher risk in this group of borrowers.

The analysis indicates a negative relationship between the percentage of households with a negative financial margin and the education level of a reference person. It should be associated with a generally higher level of knowledge about finance and budget planning among households run by people with secondary and higher education than with vocational and lower education.

On the other hand, as regards the age of the household head, there is a tendency for a negative financial margin to occur more frequently in households run by older people (over the age of 55). It can be assumed that young people understand mechanisms of a modern complex financial market better than older people. Moreover, households whose reference person is under the age of 34 are more flexible on the labour market; therefore, it is easier for them to earn income. The group of households aged 55+ also includes a significant percentage of single-person households (of widows or widowers), which are more exposed to the risk of financial problems.

\(^{107}\) A reference person is a person who is at least 16 years of age and earns, in a long term, the highest fixed income from among all household members, intended for the needs of those household members (Central Statistical Office, 2011, p. 38).
Table 1: Proportion of households (as a percentage) with a negative income buffer among households repaying loans in selected socio-economic cross-sections in the years 2005–2015

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>quintile group of income per person</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>39.02</td>
<td>36.20</td>
<td>32.54</td>
<td>38.24</td>
<td>35.04</td>
</tr>
<tr>
<td>II</td>
<td>16.62</td>
<td>15.20</td>
<td>13.13</td>
<td>14.18</td>
<td>10.75</td>
</tr>
<tr>
<td>III</td>
<td>12.90</td>
<td>12.85</td>
<td>10.92</td>
<td>9.64</td>
<td>7.64</td>
</tr>
<tr>
<td>IV</td>
<td>12.11</td>
<td>10.58</td>
<td>8.54</td>
<td>9.22</td>
<td>6.56</td>
</tr>
<tr>
<td>V</td>
<td>8.91</td>
<td>8.26</td>
<td>7.48</td>
<td>7.24</td>
<td>4.92</td>
</tr>
<tr>
<td>education level of a reference person</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lower secondary or lower</td>
<td>21.16</td>
<td>19.79</td>
<td>16.84</td>
<td>16.47</td>
<td>13.92</td>
</tr>
<tr>
<td>Basic vocational</td>
<td>15.05</td>
<td>14.62</td>
<td>12.55</td>
<td>12.89</td>
<td>9.67</td>
</tr>
<tr>
<td>Upper secondary general</td>
<td>14.29</td>
<td>12.74</td>
<td>9.88</td>
<td>10.85</td>
<td>11.29</td>
</tr>
<tr>
<td>Upper secondary vocational</td>
<td>12.72</td>
<td>11.93</td>
<td>11.50</td>
<td>12.35</td>
<td>8.61</td>
</tr>
<tr>
<td>Tertiary</td>
<td>11.09</td>
<td>10.83</td>
<td>9.08</td>
<td>9.20</td>
<td>7.35</td>
</tr>
<tr>
<td>age of a reference person</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to 34 years old</td>
<td>11.38</td>
<td>11.40</td>
<td>9.22</td>
<td>9.74</td>
<td>7.86</td>
</tr>
<tr>
<td>35–44</td>
<td>12.91</td>
<td>11.66</td>
<td>9.58</td>
<td>10.13</td>
<td>8.53</td>
</tr>
<tr>
<td>45–54</td>
<td>15.33</td>
<td>13.83</td>
<td>10.98</td>
<td>11.50</td>
<td>8.74</td>
</tr>
<tr>
<td>55 and more</td>
<td>17.35</td>
<td>16.40</td>
<td>16.10</td>
<td>15.12</td>
<td>10.71</td>
</tr>
<tr>
<td>class of the place of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Countryside</td>
<td>20.51</td>
<td>18.42</td>
<td>15.68</td>
<td>15.87</td>
<td>12.01</td>
</tr>
<tr>
<td>Towns below 100 thous.</td>
<td>12.20</td>
<td>10.18</td>
<td>9.38</td>
<td>9.66</td>
<td>7.93</td>
</tr>
<tr>
<td>Cities 100–499 thous.</td>
<td>10.47</td>
<td>11.09</td>
<td>9.03</td>
<td>9.12</td>
<td>6.29</td>
</tr>
<tr>
<td>Cities 500 thous. and over</td>
<td>11.32</td>
<td>11.62</td>
<td>8.99</td>
<td>9.44</td>
<td>8.11</td>
</tr>
<tr>
<td>Total</td>
<td>14.69</td>
<td>13.76</td>
<td>11.77</td>
<td>11.94</td>
<td>9.18</td>
</tr>
</tbody>
</table>

Source: own calculations based on unidentified data from the household budget survey in the years 2005–2015

Furthermore, the conducted research indicates that the highest percentage of households with a negative financial margin is located in the countryside. It seems that this is largely associated with the nature of income of families living off agriculture, which is subject to greater fluctuations during a year than, for example, income of households of individuals in employment. An additional factor resulting in a higher risk of a negative income buffer may be a lower average level of education of people living in the countryside and their income.

Table 2: Share of indebted households (as a percentage) by value of debt to income burden in the years 2005–2015

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Up to 20%</td>
<td>74.25</td>
<td>76.01</td>
<td>72.01</td>
<td>69.41</td>
<td>70.36</td>
</tr>
<tr>
<td>40–59.9%</td>
<td>3.76</td>
<td>3.41</td>
<td>4.56</td>
<td>4.73</td>
<td>4.21</td>
</tr>
<tr>
<td>60% and more</td>
<td>1.61</td>
<td>1.47</td>
<td>1.54</td>
<td>1.72</td>
<td>1.47</td>
</tr>
</tbody>
</table>

Source: own calculations based on individual data from the household budget survey in the years 2005–2015

Information on the distribution of debt to income burden in Polish households is presented in Table 2. Analyses show that about 70% of family budgets are slightly burdened with loan repayments (debt to income burden of up to 20%). For every fifth household, repayment of loans constitutes approximately 20–40% of disposable income. As regards
the years 2005–2015, over-indebtedness applies to 5–6% of all households repaying loans. It is worth noting that signs of crisis of 2010 and 2012 are reflected in the presented statistics; during that period, there was an increase in a number of households that were moderately and heavily burdened with repayments. In order to identify factors that determine the existence of a negative financial margin in a household, parameters of a logit model have been estimated. A data set for 2015 included 9530 observations from households that paid their debts in the analysed month.

Table 3: Estimation results of the logit model parameters

<table>
<thead>
<tr>
<th>Specification</th>
<th>Parameter</th>
<th>Standard error</th>
<th>Wald statistics</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.422</td>
<td>0.131</td>
<td>10.368</td>
<td>0.001</td>
</tr>
<tr>
<td>Quantile II</td>
<td>−1.555</td>
<td>0.117</td>
<td>177.474</td>
<td>0.000</td>
</tr>
<tr>
<td>Quantile III</td>
<td>−2.020</td>
<td>0.121</td>
<td>278.727</td>
<td>0.000</td>
</tr>
<tr>
<td>Quantile IV</td>
<td>−2.253</td>
<td>0.123</td>
<td>337.869</td>
<td>0.000</td>
</tr>
<tr>
<td>Quantile V</td>
<td>−2.672</td>
<td>0.127</td>
<td>443.501</td>
<td>0.000</td>
</tr>
<tr>
<td>Towns below 100 thous.</td>
<td>−0.254</td>
<td>0.088</td>
<td>8.381</td>
<td>0.004</td>
</tr>
<tr>
<td>Cities 100–499 thous.</td>
<td>−0.394</td>
<td>0.116</td>
<td>11.611</td>
<td>0.001</td>
</tr>
<tr>
<td>Upper secondary general</td>
<td>0.537</td>
<td>0.137</td>
<td>15.301</td>
<td>0.000</td>
</tr>
<tr>
<td>Upper secondary vocational</td>
<td>0.271</td>
<td>0.101</td>
<td>7.150</td>
<td>0.007</td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.481</td>
<td>0.112</td>
<td>18.470</td>
<td>0.000</td>
</tr>
<tr>
<td>Indefinite period</td>
<td>0.353</td>
<td>0.119</td>
<td>8.786</td>
<td>0.003</td>
</tr>
<tr>
<td>Full working time</td>
<td>−0.358</td>
<td>0.135</td>
<td>7.044</td>
<td>0.008</td>
</tr>
<tr>
<td>&gt;55 years old</td>
<td>0.492</td>
<td>0.100</td>
<td>24.413</td>
<td>0.000</td>
</tr>
<tr>
<td>Married</td>
<td>−0.273</td>
<td>0.092</td>
<td>8.815</td>
<td>0.003</td>
</tr>
<tr>
<td>Gender</td>
<td>−0.174</td>
<td>0.087</td>
<td>3.974</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Source: own calculations based on individual data from the household budget survey in the year 2015

Estimation results of the model parameters (Table 3) indicate that the probability of a negative financial margin is lower in the case of households run by a married man with a full-time job. This probability also decreases with an increase in income and with an increase in the size of the locality of the household. The income level has the greatest impact on the probability of a negative financial margin. Other variables taken into account result in a higher likelihood of a negative financial margin in a household. In general, the results obtained using an econometric model confirm the observations from the analysis of information contained in Table 1.

6. Discussion and Conclusions

The conducted research indicates that households in Poland are burdened with repayments of loans to a small extent. Nearly 3/4 of the surveyed households had the debt burden ratio of up to 20%. Over-indebtedness applies to approximately 6% of households. A relatively good financial situation of households in Poland is a result of a prosperous economy and a situation on the labour market in the second decade of the 21st century. However, it is worth pointing at a gradual increase in the loan burden on household budgets.
This phenomenon concerns individuals who can be considered moderately indebted (debt burden ratio of 20 to 60%). In this group of households, a percentage increased by over 4 percentage points during the period from 2005 to 2015.

The analyses show that such features as being a member of the first quintile group (the lowest income), age over 55, low level of education and location in the countryside increase the risk of a negative financial margin in indebted households. In addition, as a result of using econometric modelling, an increase in the probability of a negative financial margin in a household is affected by such features as an employment contract for an indefinite period and the level of education, which has produced results contrary to expectations. Therefore, it is reasonable to conduct further research in this area using, for example, other indicators or methods of analysis.

The conducted research is important from the point of view of the stage following over-indebtedness – declaration of household bankruptcy. Familiarity with determinants of over-indebtedness can be helpful in developing support plans for this group of households at the national level. Moreover, the conducted research can be used as a guide for determining new areas and target groups in social policy.
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Abstract

The increase in business uncertainty and environmental turbulence has become a key management challenge today. More and more companies are building flexibility into their supply chains to ensure a smooth response to changes in supply, demand, product as well as to crisis situations. Since flexibility is seen as the key element of resilient supply chains, it is important to design a resilient supplier base as early as during the NPD process.

The paper presents the research framework developed in the project “Flexibility in relationships with suppliers in terms of supplier-purchaser models of cooperation on product development in the B2B market”, no. 2016/21/B/HS4/00665, financed by the National Science Centre (NCN) in Poland. The main scientific objective of this project is to identify the dependencies between sourcing, supplier flexibility and involving suppliers in product development.

The article consists of different sections, in which author presents a literature review, conceptual model, hypotheses, research constructs, theoretical and managerial implications.

Keywords: supplier involvement, uncertainty, supplier flexibility, product development

JEL Code: M10, M11, M19

1. Introduction

When configuring supply chains, managers assess the legitimacy of implementing a lean or agile strategy. There are several determinants influencing their decisions, e.g. degree of product variability, length of product life cycle, production environment (e.g. make to stock, make to order) or type of demand (Ma-son-Jones, Naylor and Towill, 2000). Some companies opt for a leagile strategy, guided by long lead time and high uncertainty of demand (Christopher, Peck and Towill, 2006). M. Christopher (2000) explains that the key characteristic of an agile organization is flexibility. A. de Toni and S. Tonchia (2005) identi-
fied that the concept of flexibility was described, for the first time in the economic literature, by G. Stigler, who used an economic and organizational approach (Carlson 1989). With regard to the economic approach, G. Stigler defined flexibility as the ability to produce different lot sizes. This approach is more popular among companies incurring lower marginal costs related to the changes in production volume. In turn, he linked the organizational approach with companies that respond to the uncertainty resulting from fluctuations in demand. Over time, organizational flexibility has begun to refer to each type of change in the internal and external environment of companies (Osbert-Pociecha, 2008, p.13). Fayezi, Zutshi and O’Loughlin point out that environmental changes are a source of uncertainty for enterprises (2014). Uncertainty refers to the situation when the company has insufficient knowledge to predict all potential scenarios resulting from its decisions or operations (Svensson, 2002). According to the Enterprise Risk Management Standard, uncertainty is the inability to accurately predict the likelihood or outcomes of future events (COSO 2004, pp. 15, 117). These events may adversely affect the efficiency and effectiveness of processes carried out by enterprises (Koh and Saad, 2002).

G. Osbert-Pociecha (2004, p. 51) suggests that “in the face of deepening environmental turbulence and increasing dynamics of changes within the organization, flexibility has become a desirable attribute that determines business continuity and development of the organization”. Christopher and Holweg (2011) also underline, that the high level of environmental variability necessitates building supply chain flexibility.

The main aim of the paper is to present the assumptions of the theoretical model on the influence of supplier involvement (SI) on the flexibility of relationships with suppliers. The paper consists of different sections, in which author presents both a theory background and a conceptual model, hypotheses, studied constructs, theoretical and managerial implications.

2. Literature review

2.1. The flexibility of relationships with suppliers

Following a literature analysis, Fayezi, Zutshi and O’Loughlin (2014) define supply chain flexibility as “the ability of an organization to managing the internal (e.g. manufacturing) and interfacing (e.g. procurement and distribution) processes, as well as its key suppliers/customers to respond to expected changes in supply, product and demand in an efficient manner enabled by both technological and social platforms”. Fantazy et al (2009) concluded that the literature covers twelve supply chain flexibility dimensions, between which dependences have not yet been sufficiently studied.


- sourcing flexibility (procurement flexibility),
- supplier flexibility (vendor/supply flexibility).

Sourcing flexibility is primarily the ability to reconfigure the supply base and/or shift orders between suppliers rapidly (Duclos, Vokurka and Lummus, 2003, Pujawan, 2004). Among other things, it involves double and multi sourcing.
Supplier flexibility is the ability of suppliers to effectively respond to changes occurring to orders received from clients (Fantazy et al, 2009). It is divided into:

- supplier volume flexibility – supplier’s ability to respond to volume changes,
- supplier mix flexibility – supplier’s ability to respond to alterations to the type of ordered items,
- supplier delivery flexibility – supplier’s ability to respond to delivery time changes,
- supplier product flexibility – supplier’s ability to make changes in the offered goods.


2.2. Joint product development in supply chain

Companies are increasingly willing to cooperate in the area of research and development as well as in production (Harary and Pulizzi, 2014). The key reason for cooperating in joint ventures, strategic alliances or informal collaborations is access to new or emerging technologies. Primarily, companies cooperate in this regard with suppliers (PricewaterhouseCoopers, 2015, pp. 25, 26).

Joint product development (JPD) is the situation in which more than one organization performs in the product development process. It is mainly related to the collaboration between different supply chain links (Andersen and Munksgaard, 2009). In addition, it is a leading interaction performed in relationship with suppliers (PricewaterhouseCoopers, 2013, p. 14). JPD is a practice of agile supply chains (Christopher, 2000). It is a way of dealing with shortening product life cycle times and the increasing rate of technological changes. This approach is associated with such benefits as: shortened the time of new product development (NPD) processes, cost reduction (of design, purchasing, manufacturing) and improved product quality. Recently, the most popular concept in the area of JPD is Early Supplier Involvement (ESI). Supplier involvement is possible on each stage of a new product development (NPD) process (Handfield and Lawson, 2007). However, the timing of supplier integration is crucial for project performance (Hauser, Tellis and Griffin, 2006). It is therefore recommended to involve suppliers as early as at the stage of idea generation (Wagner, 2012).

The literature (Trent and Monczka 1999, Christopher 2000, Nellore and Söderquist 2000, Lee 2002, Handfield and Lawson 2007, Wagner 2012) is a source of different types of supplier-purchaser cooperation on product development in the B2B market. The criteria of their classification include mainly the stage at which the supplier is involved in the product development process and the size of their responsibility for the creation of product specification (Wieteska, 2017a).

3. Research hypotheses

3.1. Supplier involvement and supplier flexibility

JPD requires a close cooperation between supplier and purchaser. Supplier involvement means “supplier participation in the integrated product development process” (Birou and Fawcett, 1994). It has been revealed that different departments (e.g. sales, engineering,
manufacturing) of both partners take part in the NPD process (Birou and Fawcett, 1994, Takeishi 2001, McIvor and Humphreys, 2004, Parker, Zsidisin and Ragatz, 2008). However, researchers underline the key role of the procurement function for product development performance (Wynstra, Weggemann and Van Weele, 2003, Shiele, 2010). One of the main tasks of purchasing managers is the selection of reliable partners for NPD (Sjödin and Eriksson, 2010). The initial assessment of potential suppliers consists of various criteria (Büyüközkan and Gökmen, 2015), including flexibility (Handfield et al, 1999). The importance of supplier capabilities for the success of NPD projects is confirmed (LaBahn and Krapfel, 1994, Wasti and Liker, 1997, Liker, Kamath and Wasti, 1998). Companies primarily search for responsive suppliers with high technical capabilities. It is interesting that manufacturers are liable to support partners through supplier development programs. Some studies revealed that business clients are willing to perform activities aimed at improving the manufacturing systems of suppliers (Bozdoğan et al, 1998, Saeed, Hossein and Hossam, 2013). An example is the initial supplier audit and its support in the scope of improvement activities necessary before the final acceptance of supplier as a business partner (Wieteska 2017c). Supplier flexibility (volume, mix, delivery, product) is the result of the supplier’s flexible manufacturing system (Wieteska 2016). It is therefore expected that:

H1: Supplier involvement increases supplier flexibility.

3.2. Supplier involvement and sourcing flexibility

Sourcing flexibility requires more than one source of supply (Pujawan 2004). However, the first stage of JPD implementation is the reduction of supplier base. This enhances single sourcing (Asmus and Griffin, 1993). Supplier involvement mainly concerns suppliers of strategic and critical components (Wynstra and Pierick 2000, Cantarello et al 2011, Luzzini et al, 2015), whose number on the market is usually limited. Furthermore, the main principle, especially for ESI, is a partnership (Asmus and Griffin, 1993) based on mutual trust, communication, transparency and adherence to long-term agreements (LaBahn and Krapfel, 2000, Wagner, 2012, Parker, Zsidisin and Ragatz, 2008, Sjoerdsma and Weele, 2015). This increases the probability of single sourcing implementation.

First of all, NPD success depends on the frequency of communication and mutual visits (Takeishi, 2001). Therefore it seems appropriate when involved suppliers are located close to the client’s production site. While co-location assists engineers of suppliers when visiting the client’s plant (Ragatz, Handfield and Petersen, 2002, Parker, Zsidisin and Ragatz, 2008), this does not necessarily require a short distance between partners. Furthermore, the proximity of involved suppliers is not that important in the face of communication methods used in JPD except meetings: Internet, EDI (McIvor and Humphreys, 2004). Additionally, globalization increases geographical extension of supply chains, which can slow down the supplier’s response to sudden orders. It is hypothesised that:

H2: Supplier involvement decreases sourcing flexibility.
3.3. Supplier involvement and supply uncertainty

The papers on supplier involvement usually refer to uncertainty brought about by the novelty and complexity of technology (Ragatz, Handfield and Petersen, 2002, Petersen, Handfield and Ragatz 2003). It is proven that supplier involvement eliminates uncertainties related to quality and time in NPD projects (Handfield et al, 1999, Jayaram, 2008). Furthermore, ESI reduces the risk of technical problems, loss of suppliers and supplier capacity constraints (Zsidisin and Smith, 2005).

Product development processes do not end when the prototype is finished. Some authors also include the phase production into NPD (Mikkola and Skjoett-Larsen, 2003, Danilovic 2006). Takeishi (2001), among JPD tasks, lists assessment and improvements to mass production during which manufacturers conduct supplier improvement activities (Bozdogan et al, 1998) and various co-investments (Saeed, Hossein and Hossam, 2013). This ensures the reliability of suppliers, especially in the context of agreed quality and punctuality of ordered deliveries. Moreover, the decision on supplier involvement is based on a detailed assessment (Handfield et al 1999) which allows the efficient mitigation of supply uncertainty. Khan, Christopher and Burnes (2008) suggest managing supply chain risk in the product design stage. It is expected that:

H3: Supplier involvement decreases supply uncertainty.

3.4. The effect of flexibility on a client’s KPIs

In the face of global purchases and growing turbulence in the international business environment, an increase in supply chain flexibility is recommended (Fayezi, Zutshi and O’Loughlin 2014). This can be achieved by selecting flexible suppliers that are able to quickly respond to demand changes in terms of product, delivery time, volume and product mix (Tachizawa and Giménez, 2009). Cooperation with a reliable supplier base ensures the quality, time, flexibility and cost objectives of the supply chain.

Supplier assessment plays an important role in supply chain risk management (Torres-Ruiz and Ravindran 2018). However, sometimes it is impossible to prevent all external risks (e.g. eruption of Eyjafjallajökull in 2010, Japan’s 2011 earthquake) that may directly influence first or second tier suppliers. Benyoucef and Forzley (2007) stated that “supply chain disruptions can directly affect corporate stock prices by nearly 9%, and revenue losses by 20%”. Surprisingly, Wieland and Wallenburg (2012), revealed that there is no relation between a company’s agility and business performance. This requires further studies, especially in terms of relationships with suppliers. Without a doubt, companies need to have contingency plans that maintain a required level of customer service during crisis situations (Forbes 2009). One of the elements of supply chain resilience is multi sourcing (Hohenstein 2015). Multi sourcing determines sourcing flexibility (Tachizawa and Giménez, 2009). According to the research results, supply flexibility and supply continuity are built using similar practices (Wieteska 2017b). It is hypothesised that:

H4: Supplier flexibility has a positive influence on purchaser’s KPIs.
H5: Sourcing flexibility has a positive influence on purchaser’s KPIs.
4. Discussion on variables and research sample

The project base is a conceptual model of product development in flexible relationships with suppliers (Figure 1). It is defined by five hypotheses, whose verification requires quantitative data. The theoretical model consists of several constructs, all of which the research questionnaire must be able to measure. Each construct will be described with several observable indicators. Based on the in-depth literature review and case studies (Wieteska, 2017a, 2017b, 2017c), the variables and research sample can be defined as follows.

![Theoretical Model of Product Development](image)

The literature provides many different studies on supplier involvement. With regard to these studies, this construct will be measured using the following variables:

- **Type of involved suppliers** (Birou and Fawcett 1994).
- **Supplier-buyer relationship**, especially: supplier’s dependence (Kähkönen, Lintukangas and Hallikas 2015), buyer’s dependence (essentiality or substitutability of supplier’s resource), trust (goodwill trust and competence trust), commitment (affective or calculative) (Jong and Nooteboom 2000).

As some researchers consider supplier assessment a valuable tool (Handfield et al 1999, Büyüközkan and Görener, 2015), the questionnaire should also identify criteria that are crucial for the decision on including suppliers in product development.

Based on the case studies (Wieteska 2017b), it is noted that the main external factors influencing product development today are: the sustainability concept and increased interest of consumers in healthy lifestyles, which results in the introduction of eco-product (e.g. eco-designed cars, organic food or natural and organic cosmetics). The next strongest factor influencing product development is mobile technologies. Therefore, it would be interesting to identify in the research the types of product innovations that require supplier involvement. Following on from these considerations, company innovativeness should also be included in the research. The measurement of which can be adopted from Golgeci
and Ponomarrov (2015). When it comes to eco-products, the environmental sourcing construct may be included to the proposed model, following the measurement proposed by Brewer and Arnette (2017).

**Supplier flexibility** measurement will be adopted from Chu Po-Young et al (2012), their approach being adequately detailed.

**Sourcing flexibility** can be measured using items presented by Pujawan (2004) and Tachizawa and Giménez (2009). It is also worth supplementing these with descriptions of other sourcing strategies, e.g. domestic and offshoring strategy (Wu and Zhang 2014) or single and multi-sourcing (Costantino and Pellegrino 2010). It is interesting to know whether the supplier selection criteria and sourcing strategies formulated in NPD support the building of resilient supply chains. Following these considerations, the research should also identify respondents’ opinions on the impact of supplier involvement on the mitigation of various risks. Zsidisin and Smith (2005) made an interesting attempt in this regard.

**Supply uncertainty** should be measured through the most frequent supply risks. According to the research results, these risks are primarily: untimely deliveries and inadequate quality of deliveries (Wieteska 2010).

Finally, **purchaser’s key performance indicators** should be taken from a standard that is willingly implemented by companies. It is therefore proposed to use the basic measures that are in the SCOR model: reliability, responsiveness, agility, cost, assets (Supply Chain Council 2012 p. 8).

The study should also take into account control variables: including company size, industry and origin of capital.

The interviewed companies will be production companies. The CATI (Computer-Assisted Telephone Interviewing) method will be used to ensure a high response rate. The survey will gather the opinion of respondents, who will be asked to indicate answers using the seven-point Likert scale. Due to the wide scope, it is suggested that those questions regarding product development will be answered by (new) product managers whereas the questions about suppliers will be answered by purchasing managers or supply chain managers employed in the same organization.

An important question arises; should only one or several industries be examined? In the literature on supplier involvement there are many articles studying only one industry, e.g. automotive (Kamath and Liker 1994, Takeishi 2001, Zirpoli and Caputo 2002), but also research on various industries, e.g. chemical, medical, electronic, pharmaceuticals, packaging, textiles (Petersen, Handfield and Ragatz 2003, Jayaram 2008, Parker, Zsidisin and Ragatz 2008). It is proven that the decision on supplier involvement, especially at a very early stage of NPD, depends on the product’s characteristics. For example, the greater the complexity of the product the greater the willingness of companies’ ESI (Handfield et al 1999). This prompts the author to focus on one industry or even on similar groups of products.

It was therefore decided to examine an industry which has not been sufficiently researched yet. Certainly, the cosmetics industry is such an industry. The literature on the subject contains only individual articles presenting case studies of developments in the cosmetics industry (Laursen et al. 2016). Due to the shortening life cycle of cosmetic product, the growing number of cosmetic innovations, as well as the strong eco-trend (Czer- niak and Sipiński 2017, p. 22), the cosmetics industry seems to be an interesting avenue to investigate. In addition, the first scientific considerations show that the supply chains of natural and organic cosmetics may have increased vulnerability to disruptions (Wieteska 2018).
5. Conclusions

At a time when business uncertainty is growing, the issue of building the resilience of supply chains is particularly important. NPD is strongly associated with the configuration of a new product supply chain, understood, among others, as the selection of suppliers and sourcing strategies as well as designing of adding value processes. It is suggested that risk management should be considered as early as during the product development process (Khan, Christopher and Burnes 2008). At the same time, continuity plans should be prepared to ensure business continuity.

The proposed research framework concerns the practise of supplier involvement, which is undoubtedly implemented by manufacturing companies more and more often. In general, the theoretical model aims to examine the impact of this practice on supplier base flexibility. A relation which has not been investigated so far.

Flexibility is the key element of a resilient supply chain (Hohenstein et al 2015). The conceptual model can also be supplemented with other constructs that define resiliency in relationships with suppliers, e.g. redundancy or visibility (Kamalahmadi and Parast 2016). However, it requires extra considerations and an in-depth literature review.

From the perspective of future research, it may be worthwhile investigating the impact of the implementation of various innovations (product, process, marketing, organizational) on supply chain resiliency. In this case, the resiliency of the supply chain can be measured by the realization of strategies and practices that were identified by Tukamuhabwa et al (2015). An interesting study in this area was conducted by Golgeci and Ponomarov (2015), who investigated the influence of company innovativeness on supply chain resilience.

Conceptual model verification will also provide important managerial implications for business practice. The results will determine the directions of improvement of the NPD process in relationships with suppliers, as well as the role of purchasing decisions in designing flexible and resilient supply chains for new products.
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Abstract

Macroeconomic changes imply socio-cultural changes, including lifestyle, which increases the interest in convenience food. The consideration of consumer behaviour on the market for convenience food products inadequately covers the fruit and vegetable market. The aim of the study was to compare the attitudes and purchasing behavior of students and retirees from two Polish cities: Warsaw and Lublin in relation to fruit and vegetables purchased in the form of convenience food. The studied group consisted of 300 students and 300 retirees from both cities. The data came from empirical studies conducted using a standardized questionnaire. Most students and retirees declare a lack of knowledge of the term “convenience food”. The highest level of knowledge of this concept was noted among students from both cities. The lack of terminological awareness, however, did not affect the purchasing practice, because most of them purchase fruit and vegetable products from this group. The factors differentiating the choice of this type of food was social status, age and place of residence. A relatively higher level of interest was shown by younger consumers and in general, consumers from Warsaw. The frequency of purchases was also due to different preferences as to the type of product. During the selection the respondents from both cities and age groups paid particular attention to the practical values of the products, i.e. the quick preparation, convenience and the lack of time. The main choice factors were also taste and freshness.

Keywords: consumption, convenient food, fruits, vegetables

JEL Code: D12, M31, Q13
1. Introduction

The consideration of consumer behaviour on the market for convenience food products inadequately covers the fruit and vegetable market. Studies conducted by Kabacińska and Nazarewicz (2005) revealed that young consumers of convenience products most frequently purchased ready-made vegetable dishes. Consumers have become more willing to buy, for instance, vegetable salads and fruit and vegetable juices (Adamczyk 2002). In addition, changes in consumer behaviour as regards food consumption have been observed for many years, with half-products and ready-made dishes being increasingly used in preparing meals, due, for instance, to the lack of time (Adamczyk 2001). For this reason, an attempt was made in this article to assess the students and retirees’ behaviour and attitudes towards purchasing fruit and vegetables as convenience food.

2. Methodology and Data

Data included in the analyses were obtained from empirical studies conducted in Warsaw and Lublin between December 2015 and December 2017 using a standardised questionnaire. Questionnaire surveys were conducted among 600 students, comprising 300 academic students from Lublin and 300 academic students from Warsaw, aged between 20 and 29, as well as 300 retirees and pensioners from Warsaw, and another 300 from Lublin, aged above 60. The analyses focused on two groups of potential consumers, as the literature on the subject indicates that convenience food consumption is characteristic mainly of young people displaying new consumption patterns (Jabłońska, Wata, Wróblewska 2017), and running small households (Babicz-Zielińska 2010), and also of elderly people living alone or without cooking skills (Gutkowska, Ozimek 2005; Szymańska 2012; Brunner, Horst, Siegrist 2010; Peltner, Silke 2017). With reference to academic students, as well as retirees and pensioners, the terms “students” and “retirees” are used respectively. As regards students, a purposive sample selection method was employed, given the fact that these people, while pursuing their academic studies, tend to live outside their family homes, running a specific type of independent households. The surveys were conducted using the PAPI method among the full-time students. As regards the retirees, two survey methods were employed. The PAPI method made it possible to complete approx. 60% of the questionnaires in both cities. However, given the limited access to the surveyed people, and their unwillingness to participate in the surveys, the snowball-sampling method was also used in two Lublin and two Warsaw “Senior Clubs.” Retiree-respondents were recruited by other survey participants (also retirees) who conducted the surveys on a voluntary basis, having received the appropriate survey methodology training.

The questionnaire contained yes/no questions. Following a preliminary survey regarding the respondents’ familiarity with the term “convenience food,” the proper definition of this type of food was provided, as it was necessary to ensure that all the surveyed persons understood this notion in the same way while answering the subsequent questions. The subsequent questions concerned, inter alia, consumer attitudes to such food, buying frequency, types of purchased products, and factors significant to buying decisions. Responses provided to the survey questions took the form of a five-level Likert scale. As part of the question on the reasons for buying convenience products, respondents were asked to rank the indicated options using a 1 to 7 assessment scale. While analysing the aforementioned issues, descriptive statistics were used, along with assessment...
structures for individual issues, the average rank ($\bar{X}$), and standard deviation (SD). The average responses obtained in relation to the 1 to 5 scale were interpreted as 1–1.5 – an insignificant factor, >1.5–2.5 – a not very significant factor, >2.5–3.5 – a moderately significant factor, >3.5–4.5 – a significant factor, and >4.5–5 – a very significant factor. Furthermore, certain ranks were assigned the average values obtained in the question regarding the significance of the factors contributing to the purchase of convenience food, thus creating series of determinants of convenience food choices among respondents. The dependency levels between the series of determinants for the choices made by the students and the retirees in both cities were evaluated on the basis of Spearman’s rank correlation analysis.

$$r_s = corr \ (RX, RY)$$

where $corr$ is the correlation coefficient
$RX$ is the variable X ranks in the sample
$RY$ is the variable Y ranks in the sample

In the event of equal values’ being observed for a given rank variable, an identical rank was assigned, corresponding to the average of the subsequent numbers, as a result of which non-absolute values were frequently obtained. The following correlation levels were adopted for the purpose of result interpretations: <0.2 – no linear relationship; 0.2–0.4 – a weak relationship; 0.4–0.7 – a moderate relationship; 0.7–0.9 – a fairly strong relationship; > 0.9 – a very strong relationship.

The aim of the surveys was to conduct a comparative analysis of the attitudes and behaviour of the students and the retirees from Warsaw and Lublin towards fruit and vegetable products in the convenience-food group. Consumer attitudes and behaviour resulted from several variables. The surveys took into account selected socio-economic variables, such as the respondents’ age and social status (the students aged 20–25, and the retirees aged >60), and the place of residence which seemed to correspond to the level of income, especially among the retirees. The highest average gross retirement payments and pensions in Poland, according to the Social Insurance Institution, were recorded in the Mazowieckie Voivodeship (PLN 2,213.6), while the corresponding benefits in the Lubelskie Voivodeship (PLN 1,812.1) were among the lowest in the country (Emerytury..., 2017). The respondent-related variables employed in the analyses provided information on, inter alia, the size and structure of the demand for convenience products among various groups of recipients. This information appears significant for producers, as it serves the purpose of determining target consumer groups and identifying their preferences.

3. Results

Based on the survey results, the conclusion can be drawn that the surveyed people were rather unfamiliar with the term convenience food. This expression was accurately defined by nearly every fourth student from Warsaw, by 15% of the Lublin students, and by 17.3% and 10.0% of the retirees from both cities, respectively (Figure 1). The percentage of the students unfamiliar with this term was slightly lower as compared to the retirees, amounting to 34.0% and 59.0% for the Warsaw and Lublin students respectively. Among retired respondents, this term was unfamiliar to as many as 52.3% in Warsaw and 64.6% in Lublin.
However, the above results don’t conclusively indicate that the respondents were unfamiliar with the term convenience food. When expressing their views on the question “How do you understand convenience food?”, while being offered a range of responses to choose from, they made more accurate choices. In total, 95.0% and 93.0% of the students from Warsaw and Lublin respectively, and 49.3% and 55.7% of the retirees from both cities, agreed or generally agreed that this kind of food was long-lasting and easy to prepare (Figure 2). The average assessment values regarding this statement were $\bar{x}=4.5$ (SD=0.78) for the Warsaw students, $\bar{x}=4.4$ (SD=0.71) for the Lublin students, $\bar{x}=3.1$ (SD=1.4) for the Warsaw retirees, and $\bar{x}=3.4$ (SD=1.5) for the Lublin retirees.

Convenience food and functional food were considered the same thing by a relatively significant percentage of respondents, i.e. by 51.0% and 45.0% of the students from Warsaw and Lublin, and by 33.7% and 29.3% of the retirees from both cities. A higher level of unfamiliarity with the nature of convenience products was observed among the retirees, as, on average, every third respondent from Warsaw and Lublin associated convenience food with genetically modified products. Among the students, these proportions were significantly lower, amounting to 7.0% in Warsaw and 18.0% in Lublin. Similar percentages
of the students and the retirees from the cities under analysis, ranging between 20–25%, viewed convenience food as identical to dietetic food. This perception was not completely wrong, and might have resulted from viewing convenience fruit and vegetable products as low-calorie products based on dietetic ingredients. In addition, on average, 60.0% and 50.0% of the students from Warsaw and Lublin, respectively, as well as around 40.0% and 50.0% of the retirees from both cities, considered this kind of food to be balanced and safe.

The frequency of purchasing various products, including convenience food, was determined by a variety of factors, including purchasers’ age, economic status and lifestyle. The analyses indicated that the frequency of purchasing fruit and vegetable products in the convenience category was slightly higher among the students than among the retirees in both cities (Figure 3). Furthermore, respondents from Warsaw declared an increased frequency of buying such products, which might have resulted from their higher level of income. Relatively, the largest differences in purchase frequency were recorded among the retirees from both cities. The retirees from Warsaw were likely to purchase fruit and vegetable products in the convenience category on average several times a month, whereas the Lublin retirees did so less than once a month. The purchase frequency also depended on the type of product. A fairly high correlation between the ranks of the purchase frequencies of individual convenience food products was recorded among the students from both cities ($r_s=0.77$). The students from Warsaw and Lublin made the most frequent purchases, i.e. several times a week, of fruit juices and nectars ($\bar{X}=3.8; SD=0.1$; $\bar{X}=3.7$; $SD=0.1$). In addition, the students were inclined to purchase concentrates and purées, pan-fried vegetables, single-ingredient frozen foods, fruit desserts, or salad mixes, several times a month, with the hierarchy of the listed products differing only slightly among the Warsaw and the Lublin students. Snacks (e.g. fruit crisps), pickled vegetables, dried tomatoes and fruit salads were purchased by the students less frequently than once a month. The average assessment value for the listed products ranged from 1.9 to 2.2. Among the retirees from both cities, the correlation between the ranks of the purchase frequencies of individual convenience food products was low ($r_s=0.4$). The retirees from Warsaw most often purchased tomato concentrates and purées ($\bar{X}=3.5; SD=1.1$), fruit juices and desserts ($\bar{X}=3.1; SD=1.1$ in both cases), jams ($\bar{X}=3.0$; $SD=1.4$), and pickled vegetables ($\bar{X}=3.0$; $SD=1.0$). The least frequent purchases included snacks, frozen fruit, pan-fried vegetables and dried tomatoes, with the average values ranging from 1.9 to 2.3. The retirees from Lublin usually preferred, similarly to their Warsaw counterparts, tomato concentrates and purées ($\bar{X}=2.7$; $SD=0.8$ and $\bar{X}=2.6$; $SD=1.2$, respectively), as well as frozen vegetables for preparing vegetable dishes ($\bar{X}=2.5$, $SD=1.1$). The least popular products included fruit salads, jams, snacks and frozen fruit (with the average assessment values ranging from 1.3 to 1.8).

The frequency of purchasing convenience food can result from a lifestyle which influences the ability to plan and prepare traditional home-made dishes. As shown by the conducted surveys, meal planning was more frequently observed among the retirees than among the students, including especially those who earned lower incomes (i.e. Lublin retirees). In this group, as many as 66.0% often or very often planned their meals. From the point of view of consuming convenience food, including fruit and vegetables, the proportion of people who never or very rarely planned their meals appeared especially significant. Among the Warsaw and Lublin students, this proportion was 21.7% and 14.0%, respectively, and among the retirees – 12.0% and 9.0%, respectively. Although convenience products can be purchased both by people who plan and those who do not plan their
meals, the latter group appears a major target segment for the producers of convenience food, including fruit and vegetables.

Figure 3: The frequency of purchasing fruit and vegetables as convenience food (average rank, where 1–1.5 – never, >1.5–2.5 – less frequently than once a month, >2.5–3.5 – a few times a month, >3.5–4.5 – a few times a week, and >4.5–5 – every day or almost every day

Source: Own study

The modern food market is undergoing continual transitions, and is characterised by a relatively high innovativeness level, contributing, inter alia, to the creation of new products. This results, inter alia, from more and more diverse expectations among consumers, who expect that food will not only satisfy their hunger but also meet specific needs, e.g. related to convenience and reduced meal preparation times (Gawęcki 2002, Olejniczak 2010, Gutkowska 2011). In the surveyed student and retiree groups from both cities, a very high correlation ($r_s = 1.0$ and $r_s = 0.71$, respectively) was observed between the ranks of reasons for buying fruit and vegetables from the convenience group. The students and the retirees mentioned quick and convenient preparation, as well as the lack of time, as the three main reasons for purchasing such products (Figure 4).
Quick preparation was indicated as one of the three major reasons for purchases by an average of 80% of the students from both cities, and convenience and lack of time by 70% of the students from Warsaw and Lublin. As regards the retirees, among the three major reasons for purchasing convenience food, 54.0% and 42.0% of the retirees from Warsaw and Lublin, respectively, cited quick preparation; 57.0% and 25.0%, respectively, convenient preparation; and 60.0% and 50.0%, respectively, the lack of time. The least important reasons for purchasing this kind of food among both the students and the retirees, were novelties on the market, product appearance, and the lack of cooking skills, although the last reason mentioned was relatively important for the Lublin retirees, 42.0% of whom listed it as one of the major factors in selecting such type of food.

While selecting fruit and vegetable products in the convenience category, the students from both cities attached importance to product taste and freshness, and the Warsaw students additionally to product quality. In turn, retirees viewed taste, freshness and colour as very important factors, and the Lublin retirees – also shelf life. The correlation of the ranks of all the convenience food choice factors, both in the student (r_s =0.59) and retiree groups (rs=0.64), from both cities, exhibited a moderate correlation (Table 1).

The differences in assessing the choice significance factors among the students related mainly to product appearance and easy preparation, with these characteristics being more important to the Warsaw students, as well as vitamin content, which especially attracted the attention of the Lublin students. On the other hand, while assessing the significance of convenience-product characteristics and factors, the retirees seemed to differ especially in their opinions regarding the significance of the price criterion, which, interestingly, proved more important to the retirees from Warsaw (X=3.54) than to the Lublin retirees (X=3.2).

The differences in assessing the convenience-product choice factors between the analysed groups of the students and the retirees from Warsaw and Lublin also influenced their assessment of the significance of individual pieces of information displayed on product packaging (Table 2). Furthermore, the Spearman’s rank correlation coefficient indicated a relatively strong correlation between the significance of product information in the student groups (rs=0.76) and the retirees (rs=0.79) in the analysed cities. The compo-
sition and best-before date proved the most important for both the students and the retirees, but the latter group also attached importance to information regarding the preservatives content and the country of product origin.

Table 1: The factors and characteristics of fruit and vegetable products in the convenience category and their importance to the students and the retirees (average assessment from 1 to 5, where 1 – not important and 5 – very important)

<table>
<thead>
<tr>
<th></th>
<th>Students</th>
<th></th>
<th>Retirees</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Warsaw</td>
<td>Lublin</td>
<td>Warsaw</td>
<td>Lublin</td>
</tr>
<tr>
<td>Health safety</td>
<td>3.9</td>
<td>8</td>
<td>3.9</td>
<td>6</td>
</tr>
<tr>
<td>Attractive appearance</td>
<td>4.2</td>
<td>5</td>
<td>3.6</td>
<td>15</td>
</tr>
<tr>
<td>Accessibility</td>
<td>3.7</td>
<td>9.5</td>
<td>3.7</td>
<td>13</td>
</tr>
<tr>
<td>Quality</td>
<td>4.6</td>
<td>3</td>
<td>4.3</td>
<td>3.5</td>
</tr>
<tr>
<td>Calorific value</td>
<td>2.8</td>
<td>20</td>
<td>3.0</td>
<td>19</td>
</tr>
<tr>
<td>Easy to prepare</td>
<td>3.7</td>
<td>9.5</td>
<td>3.0</td>
<td>19</td>
</tr>
<tr>
<td>Brand (producer)</td>
<td>3.5</td>
<td>12</td>
<td>3.0</td>
<td>19</td>
</tr>
<tr>
<td>Promotion</td>
<td>3.6</td>
<td>11</td>
<td>3.6</td>
<td>15</td>
</tr>
<tr>
<td>The content of nutrients</td>
<td>3.2</td>
<td>18</td>
<td>3.6</td>
<td>15</td>
</tr>
<tr>
<td>Novelty on the market</td>
<td>3.2</td>
<td>18</td>
<td>2.9</td>
<td>20</td>
</tr>
<tr>
<td>Price</td>
<td>4.0</td>
<td>7</td>
<td>3.9</td>
<td>9</td>
</tr>
<tr>
<td>Taste</td>
<td>4.9</td>
<td>1</td>
<td>4.7</td>
<td>1</td>
</tr>
<tr>
<td>Colour</td>
<td>4.2</td>
<td>5</td>
<td>4.1</td>
<td>6</td>
</tr>
<tr>
<td>Freshness</td>
<td>4.8</td>
<td>2</td>
<td>4.7</td>
<td>1.5</td>
</tr>
<tr>
<td>Vitamins content</td>
<td>3.2</td>
<td>18</td>
<td>4.2</td>
<td>5</td>
</tr>
<tr>
<td>Mineral substance content</td>
<td>3.4</td>
<td>13.5</td>
<td>4.0</td>
<td>7</td>
</tr>
<tr>
<td>The content of preservatives</td>
<td>3.3</td>
<td>15.5</td>
<td>3.8</td>
<td>11</td>
</tr>
<tr>
<td>Shelf life</td>
<td>4.2</td>
<td>5</td>
<td>4.3</td>
<td>3.5</td>
</tr>
<tr>
<td>Wrapping/packaging</td>
<td>3.4</td>
<td>13.5</td>
<td>3.4</td>
<td>17</td>
</tr>
<tr>
<td>Complete information on label</td>
<td>3.3</td>
<td>15.5</td>
<td>3.9</td>
<td>9</td>
</tr>
</tbody>
</table>

\[ \bar{r}_s = 0.59 \]

\[ \bar{R} = 0.64 \]

\( \bar{X} \) – average significance of choice factors, \( R \) – rank, \( r_s \) = Spearman’s rank correlation coefficient

Source: Own study

Table 2: The significance of individual pieces of information displayed on the packaging of fruit and vegetable products in the convenience category (average assessment from 1 to 5, where 1 means not important and 5 – very important)

<table>
<thead>
<tr>
<th></th>
<th>Students</th>
<th></th>
<th>Retirees</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Warsaw</td>
<td>Lublin</td>
<td>Warsaw</td>
<td>Lublin</td>
</tr>
<tr>
<td>Ingredients</td>
<td>4.3</td>
<td>2</td>
<td>4.2</td>
<td>2</td>
</tr>
<tr>
<td>Best-before date</td>
<td>4.6</td>
<td>1</td>
<td>4.4</td>
<td>1</td>
</tr>
<tr>
<td>Quality marks</td>
<td>3.6</td>
<td>3</td>
<td>3.3</td>
<td>5</td>
</tr>
<tr>
<td>Country of product origin</td>
<td>3.4</td>
<td>5.5</td>
<td>2.8</td>
<td>6</td>
</tr>
<tr>
<td>Calorific value</td>
<td>3.1</td>
<td>7</td>
<td>2.7</td>
<td>7</td>
</tr>
<tr>
<td>Preparation guide</td>
<td>3.3</td>
<td>6</td>
<td>3.6</td>
<td>4</td>
</tr>
<tr>
<td>The preservatives content</td>
<td>3.4</td>
<td>5.5</td>
<td>4.0</td>
<td>3</td>
</tr>
</tbody>
</table>

\[ \bar{r}_s = 0.76 \]

\[ \bar{R} = 0.79 \]

\( \bar{X} \) – average significance of choice factors, \( R \) – rank, \( r_s \) = Spearman’s rank correlation coefficient

Source: Own study

The respondents’ preferences regarding the product purchase place also proved to differ, with supermarkets being the most popular purchase place for the Warsaw students and the retirees. In Lublin the retirees, in turn, preferred local shops and market places, the latter being the least frequently chosen place among the students from both cities.
4. Discussion and Conclusions

The conducted analyses of the purchase attitudes and behaviour of the Warsaw and Lublin students and retirees revealed some differences and common characteristics for both groups involved. The surveyed were rather unfamiliar with the term “convenience food,” with the familiarity level being slightly higher among the students than among the retirees. The majority of the survey participants purchased fruit and vegetable products in the convenience category, but with differing frequencies, depending on both social status and place of residence, and on the type of purchased products. The frequency of purchasing the said products was slightly higher among the students than among the retirees. The students from both cities most frequently (i.e. few times a week) purchased fruit juices and nectars, and several times a month concentrates and purées, pan-fried vegetables, single-ingredient frozen foods and fruit desserts, to name a few. The place of residence and related income strongly varied the frequency of purchasing this type of food among the retirees. More specifically, the retirees residing in Warsaw were likely to purchase fruit and vegetable products in the convenience category, on average, a few times a month, whereas the Lublin retirees did so less often than once a month. However, the social status, age and place of residence did not differentiate the reasons for purchasing this kind of food. Both surveyed groups cited quick preparation, convenience and the lack of time as the three major purchase reasons. Attention was drawn to these factors, inter alia, in the studies by Krełowska-Kułas (2005). Similar motives for purchasing convenience food have also appeared in other surveys (Gawęcki 2002, Olejniczak 2010, Gutkowska 2011). The growing pace of life (Kabacińska, Nazarewicz 2005; Mojka 2012), and an increased number of single-person and two-person households (Janicki 2006; Shiptsova 2007; Daniels, Glorieux 2015), were other factors contributing to such purchases. The respondents’ social status had an insignificant impact on their opinions regarding the product characteristics important to the consumers. The students attached much importance to product taste and freshness, and the retirees additionally to colour. The place of residence had more impact on respondents’ opinions regarding the significance of various product characteristics, while, for the students from Warsaw, quality was also important, and for the Lublin retirees, product shelf life seemed to matter.

The conducted surveys provide valuable practical information on the purchase behaviour of two groups of consumers of fruit and vegetable products in the convenience category, at the same time triggering the need to undertake further surveys in this field, taking into account the impact of other factors diversifying consumer purchasing behaviour.
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Abstract

The safety of the production process is a broad term. It can be considered in various aspects, ranging from issues typically related to normative regulations in the field of health and safety and risk management through to the ability to transfer competences. Understanding the conditions for safety in the context of the specificity of a given company is crucial in ensuring the liquidity of production and thus contributes to the competitiveness of the entity. The article presents the multi-dimensional concept of industrial safety together with the results of the research. Conclusions obtained from theoretical and empirical analysis are a significant contribution to further in-depth research on the complexity of the subject matter.
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1. Introduction

Without doubt, the world's progressive development generates both many benefits as well as carrying specific risks, which have consequences depending on the scale of their occurrence. At the same time, a growing awareness of the risks in society and fear for their loved ones were a considerable influence on the broad spread of the understanding of safety. When analyzing the meaning of the concept, one can conclude that safety is a very capacious term, which can be interpreted in numerous ways, although most conclude that it is simply an antonym of the word risk (Möller et al., 2006). The generic definition, often referred to in literature, states that safety is the system property or quality that is necessary and sufficient to ensure that the number of events which could be harmful to workers, the public, or the environment is acceptably low (Hollnagel, 2014).

Considering the fact that safety has a number of dimensions, various definitions can be used and each of them would emphasize a different context (aspect) of the concept.

Safety in Latin is sine cura (securitas) which can be translated as a state without care, worries, anxiety or change (Bailliet, 2009). Although, the World Health Organization (WHO) suggests a definition of safety through the prism of two perspectives: objective
and subjective. The first dimension – behavioral and environmental factors measured against external criteria, and the second one – the subjective dimension, which can be variously defined as the individual’s internal feelings or perceptions of being safe (which can be aggregated to the macro-level, to represent the community’s perception of subjective safety (Nilsen et al., 2004). Another concept popularized in the literature of this subject assumes that safety can be covered in four basic categories: subjective (e.g., national security), objective (e.g., human, economic or ecological safety), spatial (e.g., local and global safety) and processive (considered as safety of consecutive processes and states) (Zięba, 2008). The aim of this article, however, is not to review the mentioned definitions but the complexity of the concept but to focus on the B2B market, because industrial processes will be the background for the described empirical research. Contemporarily, safety on the corporate market is not only a requirement of the ever more restrictive regulations (mainly including: standards, directives and legal acts), but more and more often the expectation of all interested parties involved both in direct and indirect implementation of industrial processes. Therefore, the phrase industrial safety is often formulated in the context of management of an acceptable level of risk impact factors for People (Occupation, Health, Injury), Environment (Air, Water, Land, Working), Assets (Equipment, Products) and Production (Sporadic – Intermittent and Chronic – Habitual and their containment) (Wilson et al., 2003)

The guidelines for industrial safety refer to the definition of the so-called Safety II, which, unlike Safety I, is oriented towards the ability to succeed under varying conditions. Safety II is achieved by trying to ensure that things go correctly, rather than by preventing them from going poorly. Safety therefore is a condition where the number of successful outcomes is as high as possible (Hollnagel, 2014).

However, the popularization of the industrial safety issue does not imply the correct understanding of the concept and, what follows, its level of optimization. Due to this, the phrase “industrial safety” has a lot of sub conventions created around it, supporting the implementation of the overarching assumptions of the idea. At this point, it is worth mentioning the multiple activities built into safety management systems (Guldenmund and Li, 2017) and the increasingly popular initiatives helping to build a culture of safety, particularly in manufacturing companies (Crutchfield et al., 2013), where the safety of a process has significant importance.

2. Safety in production processes – literature review

Process safety is a relatively new field of knowledge, emerging only in the 1970s. Initially, it was used mainly in the nuclear power industry but currently applies to almost the whole of industry. The importance of the concept is evidenced by a numerous activities conducted in both scientific and technical environments, bringing together practitioners from different sectors (CCPS -Center for Chemical Process Safety, 2016). As an example, one could mention the World Safety Organization and the International Safety Equipment Association, as well as other national organization like the National Labor Inspectorate or the Office of Technical Inspection in Poland. Effective process safety management requires an approach which considers both the state of the internal conditions of the business and the impact of external factors, which often leads to the so-called socialization of risks and threats (Woodhead, 2013). To prevent and/or limit the negative effects of process malfunctions, the literature proposes the so-called process safety paradigms. These are universal principles formulated on the common-sense interpretations of the safety
They are presented together with brief characteristics in Table 1.

Table 1: Characteristics of principles

<table>
<thead>
<tr>
<th>Principle</th>
<th>Essence/Gist</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do not idealize security measures</td>
<td>Regardless of the quality of the owned infrastructure, there is always a so-called residual risk that should be kept in mind.</td>
</tr>
<tr>
<td>Stay humble</td>
<td>It is necessary to recognize and accept human weaknesses and limitations in the scope of technical and organizational decisions made.</td>
</tr>
<tr>
<td>Team work</td>
<td>Only the cooperation of various specialists can guarantee a holistic approach to ensuring safety through synergy.</td>
</tr>
<tr>
<td>Learn from others’ mistakes and remember them</td>
<td>The ability to use the experience gained and the use of good practices of other entities in the field of safety management.</td>
</tr>
<tr>
<td>Continue to gain knowledge and experience</td>
<td>Only the constant updating of interdisciplinary knowledge provides the basis for optimal decisions taken, in particular by management.</td>
</tr>
<tr>
<td>Take into account all aspects of security</td>
<td>Safety should be considered in its different dimensions. The assessment of ensuring safety requires a holistic approach.</td>
</tr>
<tr>
<td>Give safety a business value</td>
<td>Giving safety tangible benefits or losses will help to include it in business objectives, thereby increasing interest within top management.</td>
</tr>
<tr>
<td>Prevent all failures</td>
<td>Take preventive actions and be convinced of their effectiveness.</td>
</tr>
<tr>
<td>Prioritize security</td>
<td>One cannot allow the dominance of strictly production-orientated aims. It is necessary to maintain a balance and proceed with a so-called safe production, which can bring more benefits than losses.</td>
</tr>
<tr>
<td>Constant control</td>
<td>Continuous testing of security practices in order to eliminate risk factors, together with the use of reliable, multi-layered safety and security systems</td>
</tr>
</tbody>
</table>

Source: own work based on: A.S. Markowski, Bezpieczeństwo procesów przemysłowych, Politechnika Łódzka, 2017, p.17

Improving managing process safety applies mainly to production activities since these are potentially the most probable sources of industrial threats.

Just like the very concept of safety, the term production process safety can be considered on various levels, even though some researchers identify them only as analysis and
risk management (Silvestri, 2012). However, as economic practices show, it is a too simp-
listic a perception, preventing optimization of the management process. The B2B re-
search conducted by the author for many years indicates that production safety is largely
determined by so-called functional safety, referring to production infrastructure, mainly
machines and devices.

Functional safety of devices and production machines is based on three main pillars:
• The machine manufacturer
• The employer for whom the machine is a means of production
• The user (operator) for whom the machine is a tool for performing work

All the above-mentioned parties bear an equal amount of responsibility for the im-
plementation of safety in the immediate vicinity of the used machined. Functional safety
is regulated by legal documents, guidelines, legislation, and recommended practices (Me-
hta, 2015), as well as those directives (including the so-called Machinery Directive
2006/42/EC) pertinent to national legislation and monitored by local and national mar-
ket auditors and regulatory bodies, whose main task in the field of functional safety is
ensuring compliance of manufactured machines and industrial devices with the essential
requirements of relevant directives which are oriented to ensuring the health and safety
of their users and respecting the natural environment. Assuming that ‘manufacturer’
means any natural or legal person who designs and/or manufactures machinery or partly
completed machinery covered by this Directive and is responsible for the conformity of
the machinery or the partly completed machinery with this Directive with a view to its
being placed on the market, under his own name or trademark or for his own use. In the
absence of a manufacturer as defined above, any natural or legal person who places on
the market or puts into service machinery or partly completed machinery covered by this
Directive shall be considered a manufacturer (Directive 2006/42/EC of The European
the level of the production process greatly contributes to the improvement of the follow-
ing business indicators:
• Certainty of delivery
• High quality of manufactured goods
• Satisfying the safety of employees, understood as a contribution to the companyǯs
  business success
• An increase in the companyǯs productivity, which directly impacts the market po-
  sition of all stakeholders, including, primarily, customers, employees and suppliers

Another equally important area for safety analysis is production quality assurance,
determined primarily by the transparency and reliability of technological (production)
procedures. Within this dimension of safety, an important aspect would be involvement
of employees in the production process, perceived as a form of an integrated executive
chain for tasks. It is important to emphasize the importance of knowing the aim of a com-
panyǯs activities, consisting mainly of the production of a specific number of units at a
fixed quality and price over a given time. This is a production task – whose correct execu-
tion is determined by setting specific quantitative and time parameters. A condition for
ensuring production safety is to maintain continuity over a period of time. This is because
too large and frequent fluctuations in task specificity cause a decrease in the process sta-
bility and its degradation in relations to adopted parameters. This dimension of safety is
associated integrally with another identified by the author, which is related to the flow of
input materials (production means) to the production process and then the reception of
finished items. The undeniable fact of the dependence between safety and supply, both
internal and external, has contributed to the creation of the concept of Supply Chain Safety Management (Essig, 2013).

Modern production process safety analysis can not be carried out without taking the aspect of production automation into account, in particular when it comes to productivity growth. A growing number of business entities automate their processes, mainly to eliminates bottlenecks and optimize process beyond the capabilities of the human factor. Typical procedures undergoing the automation process include the most troublesome, repetitive activities that a machine can perform more efficiently.

Automation of production undoubtedly has a significant impact on safety, for example by eliminating the weakest links and thus increasing the productivity of the process. Additionally, the problems of human nature and impairment, such as sick leave, fatigue or tiredness of operators get minimized as well. It should be emphasized that automation is not aimed at reducing the level of employment, because, as shown by observation of practice in a professionally managed, automated enterprise, it is not only possible to maintain a stable employment – it is also possible to increase it by delegating employees to other tasks which are not subject to automation.

The idea of a fourth industrial revolution (Smart industry) shifts the paradigm of manufacturing towards the direction of technology. This could mean making production so flexible that the customers’ needs could be satisfied in an even shorter time, assuming it does not limit the specificity of the needs to a pre-defined template (based on the analogy to H. Ford’s motto from 1914: you can get a car in any color, on the condition that it is black).

Thanks to automation, production lines are constructed in order to produce different types of the same product, consistent with the client’s expectation. However, it should be emphasized that the implementation of the 4.0 industry, apart from investing in modern production lines, requires a change in the system managing the production and distribution of goods, and this bears certain consequences for production safety. However, the opportunities made possible by the 4.0 Industry concept in fact lead to the effective counteracting of all threats, for example due to numerous tools for real-time data collecting and taking preventive actions based thereon (Mintrum, 2017).

Production safety is also a matter of ensuring sales for the current production. This goal is typical for business, however, it is often neglected by manufacturers at the level of maintaining production capacity, thus having an impact on a possible breach of safety level.

The last highlighted security dimension of the production process is related to the staff. Breaking the continuity of competences may result in a decrease in the level of security, which many companies overlook and suffer noticeable losses. That is why it is so important to share knowledge, which should be treated as one of the most important assets and a basis for building a strong competitive advantage (Crhova, 2015).

The featured aspects of production safety in business reality are related and have a significant impact on each other, although they are generally focused on different dimensions. For example, by using sensitivity analysis one can determine the level of any impact and reveal any potential threats (of different importance and severity) to the production process (quantitatively: low, weak, significant, large, critical). It is possible to determine a second descriptive parameter, namely the level or effect (negligible, small, significant, large) of the change in the relation to the state of the production process. Gathered data will undoubtedly be an important source for increasing the safety of the continuous production processes.
3. Methodology, Research Data and Results

The research conducted by the Author concerns those aspects considered as related to the safety of the production process in the B2B market. The study consists of two phases: the pilot and the main one, which is planned to be carried out in May 2018. Each phase is preceded by literary studies and qualitative research in the form of consultations with practitioners from the analysed field. The pilot survey, whose results are partly presented in this article, was performed at the end of 2017 (12th-13th of December) during the cyclical national conference “Safety Automation”. The paper-and-pencil option was chosen as the most effective in such research conditions. Due to the specifics of the research area, the focus was only on those production companies operating in Poland. It was assumed that respondents would be aware of the concept of the safety of the production process. Out of the total of 38 distributed questionnaires, 30 were correctly completed. The analysed companies represented different manufacturing sectors, presented in Table 2. Along with its sector, a company’s profile contained data related to: spatial range (local; national or international), market in which the products are being offered (domestic; foreign; domestic and foreign), type of the market, on which the offer is addressed (B2B; B2C; B2B and B2C), number of people employed (up to 10; 11–50; 51–250; 251–500; more than 500) and type of capital (national; international; joint-venture). All these data allowed for detailed analyses of the responses given by companies. The structure of the questionnaire consisted of six questions concerning:

- Understanding of the term safety of the production process;
- Tools/means used to ensure the safety of the production process;
- Subjective responsibility for the safety of the production process;
- Influencing factors/determinants of the safety of the production process;
- Measures used for the safety of the production process;
- Identified barriers/difficulties in management of the safety of the production process.

Respondents taking part in survey could mark a free number of answers standardized for each question items. Given answers were not subject to any grade. The percentage of each variable was calculated. The variables used in the survey were developed on the base of the specialist literature in the field of industrial safety and interviews with safety experts.

Due to the subject of the article and limitations in the scope of the extent of the article, the author is only able to approximate the results obtained from the questions on the interpretation of the concept of the safety of the production process (Table 3) and determinants of safety (Table 4). The remaining issues will constitute the content presented in future publications.

Table 2 presents the structure of the research sample in terms of production sectors, assuming that one entity can represent more than one industry.
Table 2: Characteristics of the research sample

<table>
<thead>
<tr>
<th>Sector</th>
<th>Number of companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>2</td>
</tr>
<tr>
<td>Construction</td>
<td>7</td>
</tr>
<tr>
<td>Electromechanical</td>
<td>13</td>
</tr>
<tr>
<td>Food</td>
<td>5</td>
</tr>
<tr>
<td>Metal</td>
<td>7</td>
</tr>
<tr>
<td>Textile</td>
<td>2</td>
</tr>
<tr>
<td>Chemical</td>
<td>2</td>
</tr>
<tr>
<td>Construction</td>
<td>7</td>
</tr>
</tbody>
</table>

Source: own elaboration.

It can be seen that, probably due to the specificity of the conference during which the described study was conducted, the majority of companies are from the electro technical and metal sectors.

In addition, as business practices show, these two industries are the most advanced in the field of security, especially in its technical dimension.

Table 3 presents the quantitative distribution of answers to the question regarding the understanding of the concept of the safety of the production process and Table 4 shows the main factors shaping production safety in surveyed companies.

Table 3: Dimensions of safety of production process

<table>
<thead>
<tr>
<th>How is the safety of the production process understood in the company?</th>
<th>Number of answers / percentage of all indications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guarantee of the company’s existence, stability of employment</td>
<td>10 (8%)</td>
</tr>
<tr>
<td>Providing occupational safety</td>
<td>24 (20%)</td>
</tr>
<tr>
<td>Quality distinction of manufactured products</td>
<td>14 (12%)</td>
</tr>
<tr>
<td>Fulfilling normative requirements, including legal ones</td>
<td>15 (13%)</td>
</tr>
<tr>
<td>A key element of the company’s strategy</td>
<td>12 (10%)</td>
</tr>
<tr>
<td>A means to streamline processes</td>
<td>3 (3%)</td>
</tr>
<tr>
<td>Conditioned by the used technology</td>
<td>5 (4%)</td>
</tr>
<tr>
<td>Activities aimed at maintaining production capacity while protecting own resources</td>
<td>10 (8%)</td>
</tr>
<tr>
<td>Ensuring the reliability of the company’s the supply chain</td>
<td>10 (8%)</td>
</tr>
<tr>
<td>A kind of corporate image policy</td>
<td>15 (13%)</td>
</tr>
<tr>
<td>Others</td>
<td>3 (3%)</td>
</tr>
</tbody>
</table>

Source: own elaboration.
4. Discussion of results and conclusions

The main conclusion from the results presented above is that the term safety of the production process does not have a single, explicit definition and can be perceived through the prism of various perspectives. Despite the relatively equal distribution of indications, industrial entities most often identify safety with its occupational dimension and the need to fulfill normative requirements. Such indications are quite obvious but the author’s attention is drawn to the relatively high percentage of responses to issues related to linking the safety of the production process and corporate image. Observation of international leaders’ activities confirms this dependence in the B2B market. For example, Siemens presents on its own website safety as a matter of conviction. Safety is defined as a business task, a part of its social responsibility strategy and a factor in its success (www.siemens.com). In line with the biggest companies, more and more other industrial entities are beginning to realize the fact that being safe, beyond its other measurable benefits, is very good publicity and conveys as positive a corporate image as being a part of the community does (Bahr, 2015). As the results from Table 4 indicate, the safety of the production process is mainly determined by different types of occupational health and safety (OHS) regulations, company policy in the area of safety and by employee awareness. Internal training programs, and guidelines for good practices are just examples of different activities that build the culture of security in modern companies (Tsao et al., 2017).

It should be emphasized that both the applied research methodology and the obtained results have some limitations. Mainly due to the narrow research sample it is impossible to formulate detailed conditions and comparative analysis of safety of production process. Therefore, the results from the pilot research and literature studies are the valuable starting point for conducting in-depth studies, both qualitative and quantitative ones.

As some authors have already noticed, due to a number of different factors, among which the following are primarily mentioned: the assumptions of industry 4.0 (even 5.0) concepts, the possibility of doomsday scenarios (e.g. terrorism, cyber-crimes), a philosophy of sustainable development and changing society, companies are forced into a safety paradigm shift. The future of safety in the manufacturing industry will be based on the
holistic inclusion of economic, moral and ethical aspects of safety, multidisciplinary orientations (not only technical), a proactive approach and the integration of five domains: cluster-thinking and cooperation; high transparency and efficient inspection; education, training and learning; security integration; safety innovation and dynamic risk assessments (Reniers, 2017).

Summing up, the article indicates the multidimensionality and importance of the safety of production from both a theoretical and practical analysis and thus confirms the importance of conducting further, in-depth empirical studies. As the German poet Friedrich Hölderlin once said: where there is danger, a rescuing element grows as well (Markowski, 2017)
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Abstract

Tax competition in the EU creates opportunities for tax avoidance practices and aggressive tax planning. This article considers tax competition in the EU as harmful. The progress of tax harmonisation still has a long way to be developed and needs many efforts from the EU as a whole and each member state. One of the most significant reforms to tackle tax avoidance practices in the EU is the Anti-Tax Avoidance Directive which will come into effect on 1st January 2019. The main part of the article focuses on the contribution of the rules of the recently adopted Anti-Tax Avoidance Directive to prevent tax avoidance in the EU. Overall, it assesses the impact and problems of the directive to approach a fair share of tax.
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1. Introduction

Recently the European Commission adopted the Anti-Tax Avoidance Directive. The directive aims for reform to tackle tax avoidance practices that influence economic revenues not only in the EU but also in other countries around the world. The new reforms included in the directive should help to ensure sustainable revenues to provide a higher quality of society through education, health, security or public services and support a better business environment in the internal market.

The global and digital economy has brought new challenges to cross-border companies to increase their profits. These transnational companies (‘TNC’) operate in different countries as affiliates, for instance, subsidiaries or branches, which means that they operate in different legal systems as separate entities from the point of view of tax rules. Legal
entities are taxed in different countries, based on their status and residence. Cross-border companies use legal mismatches and loopholes to reduce their tax liabilities. These negative circumstances affect the functioning of the internal market and the tax competition between tax jurisdictions has become harmful. The EU aims to combat tax avoidance and ensure fairer, simpler and more effective corporate taxation and ensure that companies pay tax wherever they make their profit in the EU. One part of the new reforms is a new Tax-Avoidance Directive (‘ATAD’).

This paper describes circumstances of harmful tax competition and negative effects in tax avoidance practices and aggressive tax planning. Firstly, harmful tax competition in the EU is described, then there is a short evaluation of the corporate taxation in the EU. The last chapter focuses on new measures adopted by the recent Anti-Tax Avoidance Directive. The critical review analyses if the directive will be effective against tax avoidance practices which results in aggressive tax planning.

2. Harmful Tax Competition in the EU

Taxes, as a part of the fiscal policy, which is an important component of the economic policy can influence many outcomes, for instance consolidation of public finance, stimulation of economic development or achievement of economic balance. On the EU level, the decision about fiscal issues from a member state can affect the national level of economic policy but it will also be on a community level. The settlement of national fiscal policies is essential for the Single Market to function effectively (Pirvu, 2012).

The issue of tax harmonisation within the EU came about because the market ensures the free movement of goods, services, capital and labour. Member states have created convenient conditions for investments and thus they are integral to tax competition but member states have found it difficult to protect their national tax bases because of tax avoidance practices or aggressive tax planning.

Since the beginning of corporate income tax harmonisation there have been some significant achievements, for example, in legal instruments such as directives, in jurisprudence with the new doctrines of European Court of Justice (‘ECJ’), in soft law with the Code of Conduct and proposals of the Commission, to make cooperation more effective. However, it is still necessary to make many efforts, for example, coordination of tax policies, harmonisation of tax law or action of the ECJ, on both sides, from the EU as a whole and each member state, to be able to guarantee efficient functioning of the Single Market in the conception of tax harmonisation.

Progress such as corporate income tax rates and differences among the corporate tax bases of member states, still has a long way to be developed. On one hand each member state has full autonomy to set its own system of direct taxation, which includes corporate income taxation, on the other hand the national taxes have to be compatible with EU law, in particular, the fundamental freedoms and fair competition and the establishment or functioning of the internal market laid down in the Treaty (‘Treaty of the Functioning of the European Union’). In fact, the full tax autonomy defends the proper functioning of the Single Market (Pirvu, 2012). The solution is regulation of the national taxation system according to economic rules and measures and achieved common objectives stated in the Treaties but with the majority of member states, the area of direct tax keeps the sovereignty of national tax regimes.
Compliance of national taxes in accordance with EU law means in practice that national tax law should not make barriers for cross-border economic transactions. The progress of the single market requires more than ensuring cross-border economic transactions. There are many reasons why income tax harmonisation or income corporate tax coordination is necessary; notably to provide better coordination of corporate tax policies in the EU.

The reasons are: 1) Twenty-eight members of the EU means the same number of national tax systems in the Single Market; 2) Conflict between national tax policies and EU law are often about incompatible national tax rules with EU law; 3) Compliance and administration fees are too expensive for companies operating in more Member States; 4) Differences in the tax systems and their dissimilar burdens distort economic activity in the EU; and, 5) Tax planning strategies of TNCs with their separate accounting methods makes the collection of corporate tax difficult (Devereux & Fuest, 2009).

Harmful tax competition means that there are 28 different corporate taxes with different tax bases and rates in the EU with lack of harmonisation of corporate tax. To avoid harmful tax competition, it is necessary to think about the main obstacles to the harmonisation process. Mainly, the legal basis of the Treaty is not straight for harmonising corporate tax, the principle of subsidiarity – all initiatives should be defined through a consultative process with the member states, and the rule of unanimity – tax provision about harmonisation of corporate income tax is very limited (Soler Roch, 2005).

Fundamental freedoms as a principle of non-discrimination do not allow tax discrimination by any measurements or activities made by member states. In case of lack of income tax measures, incompatible national tax rules with EU law and any conflicts contrary to community law have to be resolved by ECJ. This is also called negative harmonisation.

There have been many important cases about locational efficiencies within groups of companies, cross border tax consolidation and deductibility by the parent company, costs or losses in relation to a subsidiary established in another Member State, or on the contrary. Locational efficiency of capital income is mainly cross-border corporate activities through complex corporate structures concerning the freedom of establishment and can be applied also to the taxation of cross-border dividends and profit shifting by multinational companies (Garbarino, 2016).

Another form of cross-border tax consolidation is under controlled foreign companies. The parent company, within its group of affiliated companies can deduct costs or reflect losses in its tax accounts. Costs and losses can occur at the level of the controlled company.

3. Evolution of corporate taxation in the EU

There are some interesting points in the evolution of corporate tax harmonisation. The international tax system and in parallel the EU tax system was based upon the principle of source and residence. These principles formed rules. Income is taxed where it arises and/or it is taxed where the entity earning the income resides; to identify which country is legitimate to a specific income and the ability to collect the income tax.

When the world became globalised and digitalised and the EU entered into the Single Market, distortions in international trade arose. Both governments and corporations have been demanding the best benefits in tax competition or tax avoidance and on the top of
this, came the economic and budgetary crisis. The reaction to increasing harmful tax competition has introduced measures against tax avoidance to prevent aggressive tax planning and increase tax transparency.

The first relevant initiatives against harmful tax competition were presented in the Code of Conduct for business taxation which was set out in the conclusions of the EU Council of Economics and Finance Ministers (‘ECOFIN’) in 1997. Even though it was not a legally binding document, the Member States undertook to reduce existing tax measures that constitute harmful tax competition and not to introduce any such measures in the future. In early 2000, a few directives or amendments were approved without essential changes in corporate taxation. For instance, the new legal entities and new types of transactions were amended in amending the Merger Directive. Because of the increasing fiscal problems and discovering that Member States could not fight individually against fiscal fraud, the Commission launched a debate about a strategy to combat fiscal fraud which was undermining the functioning of the Single Market and effected tax competition in a negative way.

In early 2016, the Anti-Tax Avoidance Package (‘ATAP’) was published to make fairer, simpler and more effective corporate taxation in the EU (European Commission, 2016). It includes measures aimed to tackle tax avoidance and abusive practices in the EU internal market. ATAP proposed a general Anti-Tax Avoidance Directive which includes new rules against tax avoidance and problem solving of aggressive tax planning strategies which have a negative effect on the internal market.

The area of tax transparency resulted from the new proposals to amend obsolete directives such as the Merger Directive and the Parent/Subsidiary Directive. Significant extension of the scope of the automatic information exchange to advance cross border tax rulings was adopted in the amended Directive of the Administrative Cooperation. The new transparency requirements should ensure better cooperation and transparency between tax authorities for protection of tax bases and automatic exchange of information between member states encompassing interest, dividends and gross from the sale or redemption of financial assets. The Parent/Subsidiary Directive was amended several times, however there were many cases where companies avoided paying taxes in any member state and loopholes used for hybrid loan arrangements needed to be closed. The mandatory anti-abuse rule as a minimum was amended in the Parent/Subsidiary Directive in 2015. Member states were obliged to enact measures preventing abusive tax practices.

The new reforms should contribute to better revenue stability, a stronger single market and more efficient conditions of cross-border operations for businesses. The comprehensive proposals included in the Action Plan set out a range of soft law and hard law measures that could enhance the corporate tax environment in the EU and avert significant revenue losses for Member States, a heavier tax burden for citizens and competitive distortions for businesses.

There are also some interesting proposals on how to solve the no longer suitable corporate tax systems. Garbarino suggests on the economical point of view to unite or approximate tax rates and taxable bases in Member States (Garbarino, 2016).

Another proposal is called Destination-Based Corporation Tax where the country of the customers’ base would be entitled to tax the company’s profits. The last proposal is a Corporate Tax 2.0 which suggests taxing TNCs in the global market, on the concept of equal conditions for taxpayers within each state (Cerioni, 2016). None of these were integrated in the new reforms by the Commission. The Commission’s proposal to ensure taxation where the profit is generated remains in the traditional international tax law framework for corporate taxation.

An appeal for reform in corporate tax as the reaction to globalisation and digitalisation of the economy was performed in the new Anti-Tax Avoidance Directive. The ATAD is directly related to the establishment or functioning of the internal market in accordance to Article 115 of the Treaty. The base of the Directive is to provide a minimum level of protection and at the same time it enables national legislations to make provision with a higher level of protection.

The ATAD determines rules against tax avoidance practices which have a negative influence for the functioning of the single market, such as taxpayers’ actions against the purpose of the law, taking advantage of disparities between national tax systems and hybrid mismatches. Moreover, it includes cross-border activities involving third countries to preclude reducing tax liability by taxpayers in the EU.

The proposal of ATAD was a part of the Anti-Tax Avoidance Package that includes measures against tax avoidance and abusive practices in the internal market. The approval of the directive did not take a long time and the reason was the necessity to apply BEPS rules among Member States and also provide anti-abuse measures against common forms of aggressive tax planning. The priority of BEBS included in ATAD is to ensure tax payments in the place where profits and value are generated. ATAD should ensure a fairer environment for business with measures against tax avoidance within the EU. Concurrently, ATAD proves that the base of EU tax law is national tax sovereignty and cross-border tax competition. The minimum level of protection against aggressive tax planning and tax avoidance for national corporate tax systems is contained in ATAD which have to be implemented in 28 separate corporate tax systems.

The council adopted ATAD on 20th June 2016 and the Members States should apply the anti-abuse measures from 1st January 2019.

The Anti-Tax Avoidance Directive provides transposition of the BEPS measures within the EU and addresses five main rules to harmonise corporate tax in the EU. The new legally binding rules should combat aggressive tax planning used by TNCs. They are the interest limitation rule, exit taxation, GAAR, Controlled Foreign Companies rules, and rules to tackle hybrid mismatches.

Interest limitation rules limit the amount of interest that a company can deduct which should increase the amount of tax it pays. The tax avoidance rule contains fixed parameters such as 30% EBITDA or EUR 3,000,000 for both, individual or group companies in all business sectors. The fixed parameters provide disproportions of the rule. Furthermore, it does not prevent borrowers to provide loans in low tax jurisdictions but only limits the amount. The rule does not solve the problem when the interest earned is taxable at creditor level, the rule may cause double taxation. The interest limitation rule was established at the national level in developed countries before ATAD, such as Germany and Austria and it has shown positive results in decreasing of deduction for group interest payments but there is a question of whether it will be suitable to combat base erosion at the EU level (Dorado, 2017).

The exit tax rule ensures Member States the right to impose exit tax on the value of the unrealised gains before it was transferred cross-border from the Member State. Fundamental freedoms protect the rights of the companies and their cross-border relocations. Exit taxes generally restrict fundamental freedoms, especially the freedom of establishment. Companies are restricted by exit tax rules to tax their latent capital gains at the moment of allocation which could never have happened if they did not relocate their business. On the other hand, in accordance to the principle of territoriality there is the right of
the Member State to effectively tax capital gains and assets during the period when a company established a business on its territory and thereon fell under its taxing power (Peeters, 2017). The normal practice in some industries by companies based in the EU is to develop a new product and move it to the low tax country before it gets finalised. Exit taxation rule treats different transfers intra EU/EEA and to third States. The payment of transfers intra EU/EEA can be deferred by paying the instalments over five years. On the contrary, the payment of the transfers to third countries on unrealised gains has to be recovered immediately. The discrimination of third countries is because of the need to ensure effective fiscal supervision which is higher risk in third states. ATAD established the exit tax rules on the base of these cases with more clarified measures for transfers intra EU/EEA and to third countries.

A General Anti-Abuse Rule gives Member States the power to tackle artificial arrangements instead of applying other specific rules. The calculation of corporate tax liability has to reflect economic reality. The TNCs have to use arrangements with valid commercial reason as a main or one of the main purposes to be able to grant GAAR and obtain a tax advantage. This obligation should fight abusive tax practices and hinder finding ways of circumventing rules and finding loopholes in tax laws. There are many cases of artificial agreements which benefit taxpayers. GAAR allows Member States to refuse those arrangements.

ATAD allows to the Member State to include not-distributed income of Controlled Foreign Companies in the tax base. This provision is to prevent taxpayers from deferring domestic taxation (Schönfeld, 2017). Controlled Foreign Companies Rule still enables companies to shift their profits but it has to be taxable in the EU. The taxpayer is obliged to include the non-distributed income of related entities in its tax base. This rule facilitates Member States to prevent erosion of the domestic tax base. Resident companies are discouraged to shift income to third countries. This rule will affect entities without effective business activity with passive income.

The final measure, Hybrid mismatches are considered as a consequence of a different legal characterisation of payments or entities by two legal systems. Accordingly, the cause of mismatches lies in disparities between national tax systems. Hybrid mismatches rules, including the new amendment with the extended scope to third countries and implementing the defensive rule do not close many of the existing loopholes where hybrid mismatches are used. The reason is that ATAD is not addressing the cause of hybrid mismatches but only a few of the symptoms of hybrid mismatches, especially situations of a double deduction or a deduction without corresponding structures. The right solution to eliminate hybrid mismatches in the internal market should be in uniform classification tax systems between Member States by mutually recognising the tax classification in the third country (Fibbe & Stevens, 2017). The specified rule of ATAD cannot solve the whole problem of mismatches created by tax avoidance.

ATAD aims to close the loopholes and discrepancies of cross-border situations created by the interaction between different tax jurisdictions. Adopted rules affect the main matters created by tax avoidance practices. Without substantial reform in national tax systems and unification of corporate tax and tax rates, there is no certainty of positive results in revenue on national levels.
5. Conclusion

Until now there was not a lot of progress to unify corporate income tax rates which remains in national tax sovereignty. The EU does not have a direct role in setting tax rates, it depends on national tax systems and inherently creates tax competition on internal markets which is considered harmful and is used for aggressive tax planning strategies. The EU corporate tax policy was mainly to reduce the gaps between the taxation of cross-border and internal transactions and eliminate double taxation within the internal market.

The sudden changes in the global and digital economic environment including the global financial crisis forced the EU to reform corporate tax policy. The new reforms have established new rules to tackle practices used by corporate taxpayers to get tax advantages from distinctions between different domestic tax systems in the Member States.

Nowadays the EU corporate tax policy balances between supranational and domestic interests. Corporate income tax in the EU is a conflict between two interests established in the Treaty. On one side is the establishment and the functioning of the Single Market, the fundamental freedoms and their fair competition, on the other side is the protection of domestic tax systems and their revenues (Bizioli, 2017).

The implementation of new rules will complicate the ways of TNCs to reduce their tax liability. However, tax competition between states, which is causing corporate tax avoidance, remains (Mikler & Elbra, 2017). The solution lies with the EU to provide tax reforms that affect tax avoidance or aggressive tax planning used by TNCs and Members States must implement them. Up to now, the power to regulate direct taxation remains largely with the member states. The new rules are considered as an effort by the EU to harmonise standards ensuring the smooth operation of the internal market (De Broe & Beckers, 2017).

The latest evolution of the EU approach in the field of corporate income taxation has been done to diminish existing distortion in assuring that taxes should be paid where the economic activity takes place and in eliminating profit shifting. Inherently, ATAD will contribute to prevent further tax avoidance by corporations, however, it is just the beginning of the long way of how to reach a fair share of taxation from the TNCs.

The problem on the whole Commission’s ambitious agenda is that all measures solve consequences of tax competition between Member States but do not solve the cause, being, 28 different corporate taxes with different tax bases and rates in the EU.

Until it is decided to tackle substantial corporate tax reform on a legal basis of the Treaty and system of taxation is integrated and which will correspond to the fundamental freedoms and fair competition and the establishment or functioning of the internal market, the tax competition in the EU will continue to allow tax avoidance by TNCs. Many efforts to harmonise corporate taxation will reduce impacts made by TNCs in the scope of tax avoidance.

Insofar as the directive shows big progress in combatting tax avoidance it does not end tax avoidance practices in the EU and harmful tax competition.
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